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Abstract

I define a new notion of quasilocal mass applicable to generic, compact, two dimensional,
spacelike surfaces in spacetimes with negative cosmological constant. The definition is
spinorial and based on work by Penrose and Dougan & Mason in the Λ = 0 case. Further-
more, it is proven to be non-negative, have an appropriate limit at I, have an appropriate
expression in linearised gravity, equal the Misner-Sharp mass in spherical symmetry and
equal zero for every generic surface in AdS. These notes are based on [1], but written in
a more informal (but more opiniated) and pedagogical style.
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1 Introduction

One of the triumphs of mathematical general relativity is the positive energy theorem - orig-
inally proven by Schoen & Yau [2] based on minimal surface techniques and soon after by
Witten [3] based on spinorial methods. Witten’s method was subsequently extended to prove
global mass-charge inequalities in 4D Einstein-Maxwell theory [4], 5D Einstein-Maxwell-Chern-
Simons theory [5], global positive energy theorems for spacetimes with AdS-type asymptotics
[6, 7, 8, 9, 10] and mass-charge inequalities in this context [11, 12, 13].

Meanwhile, one of the outstanding problems in mathematical general relativity is to find a
completely satisfactory definition of quasilocal mass, a notion of mass associated to a closed,
compact, spacelike, 2D hypersurface, usually taken to be diffeomorphic to a sphere - see [14]
for a review on the many attempts in the literature. At a very high level, Witten’s method
equates a combination of the ADM quantities [15] to a non-negative volume integral over a
Cauchy surface. This raises the tantalising possibility of replacing the Cauchy surface with a
compact, spacelike, 3D, hypersurface and thereby finding a notion of quasilocal mass on the
hypersurface’s boundary. Furthermore, such a quasilocal mass would likely automatically sat-
isfy a notion of positivity.

This idea culminated in the spinorial definition of quasilocal mass by Dougan & Mason [16],
relying heavily on the Newman-Penrose (NP) [17] and Geroch-Held-Penrose (GHP) [18] for-
malisms. Their definition proved to have a number of physically desirable properties [19] and
simplified Penrose’s twistorial attempt [20] at making Witten’s method quasilocal1. Dougan
& Mason’s quasilocal positive energy theorem was recently generalised to a quasilocal mass-
charge inequality by Reall [23] in much the same way Gibbons & Hull [4] extended Witten’s
original work. In parallel with the increasing sophistication of global positive energy theorems,
Reall speculates his results could be generalised to include a negative cosmological constant.
However, to find a quasilocal mass-charge inequality in spacetimes with negative cosmological
constant - let alone apply it to the third law of black hole mechanics like Reall - one must first
have a satisfactory notion of quasilocal mass for these spacetimes. While quasilocal masses do
exist for spacetimes with negative cosmological constant - for example the Hawking mass [24]
can be generalised [25] and [26] generalises the Brown-York and Kijowski masses [27, 28] - these
are not naturally spinorial. Thus, one seeks a generalisation of the Dougan-Mason quasilocal
mass accommodating a negative cosmological constant.

In this work I define such a generalisation, roughly stated as follows.

Definition 1.1 (Quasilocal mass - rough version). Given a generic, 2D, surface, S, within
a spacetime, (M, g), satisfying the Einstein equation with negative cosmological constant and
matter fields satisfying the dominant energy condition, make the following constructions2.
Let {l, n,m,m} be a Newman-Penrose tetrad adapted to S.
Assume the null expansions of S satisfy θl > 0, θn < 0 and θlθn <

2Λ
3
.

Let Φ = [φα, ξ̄
α̇]T be a Dirac spinor satisfying ma∇aΦ = 0 on S and let {ΦA} be a basis of

solutions, i.e. Φ = cAΦ
A for some constants, cA.

1See also [21] for a more recent spinorial definition of quasilocal mass and [22] for an attempt at using spinor
methods to study positivity of quasilocal masses that are not themselves spinorial.

2It is non-trivial to show that all these constructions are possible.
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Then, define the matrices, QAB and TAB, by

QAB =

∫
S

lanb(Φ
A
γabc∇cΦ

B −∇c(ΦA)γabcΦB) dA (1)

and TAB = (ΦA)TC−1ΦB, (2)

where ∇aΦ = DaΦ + i

√
− Λ

12
γaΦ with Da = Levi− Civita connection (3)

and C = charge conjugation matrix. (4)

Then, the quasilocal mass is defined to be

m(S) =
1

16π

√
− tr

(
QT−1QT−1

)
. (5)

My definition is based both on Dougan & Mason’s work, but also on Penrose’s twistorial
definition3. Like the Dougan-Mason mass, my definition applies to 2D surfaces, S, which are
“generic” in a sense I’ll make precise later. Also, like Penrose’s definition, but unlike Dougan &
Mason’s definition, my definition cannot decompose the mass into its constituents - e.g. energy
and linear momentum - except near I. Most importantly though, a good quasilocal mass
should satisfy several properties of physical significance. Although no unanimously agreed list
exists4, I will show my definition satisfies the following properties.

• m(S) ≥ 0.

• m(S) = 0 for every surface in AdS.

• m(S) coincides with the Misner-Sharp mass (including cosmological constant) for spher-
ically symmetric spacetimes.

• For asymptotically AdS spacetimes, m(S) agrees with a global notion of mass as S
approaches a sphere on I.

• For gravity linearised about AdS, m(S) agrees with a reasonable notion of mass built
from the energy-momentum tensor, Tab.

I begin in section 2 by setting up the problem and establishing various foundational identities
regarding spinors and the GHP formalism. This is supplemented in section 3 by analysis
required to show a Dirac-type operator admits a Green’s function as required for Witten’s
method. Finally, I’m ready to state my new definition of quasilocal mass is section 4. The
first two properties in the list above are shown to follow somewhat immediately. Section
5 is devoted to studying examples with high symmetry - namely spherical symmmetry in
section 5.1 and toroidal symmetry in section 5.2. Section 6 then establishes the asymptotic
properties, while section 7 studies gravity linearised around AdS. Section 8 then concludes with
a recapitulation and some speculation on future work. My conventions are listed in appendix
A. Most saliently, I use conventions based on [30]. However, since the Penrose-Rindler [31, 32]
conventions have become somewhat ingrained in the general relativity community - despite
these conventions clashing with standard conventions used in work without spinors - I provide
a comparision between my conventions and the Penrose-Rindler conventions in appendix A.1.
Finally, appendix B collates some identities I use frequently when manipulating two-component
spinors and NP coefficients.

3It appears there has been one previous attempt at including a negative cosmological constant in Penrose’s
work [29]. However, I don’t consider the mass in [29] to be quasilocal because it is only ever evaluated at I.
My definition also differs in that no reference is made to twistors.

4Furthermore, most authors have a tendency of devising lists that exactly match the properties their defi-
nition satisfies.
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Figure 1: The set-up for defining quasilocal mass.

2 Set-up and the Lichnerowicz identity

Definition 2.1 (Σ, S, P,Q,X, Y ). Let Σ be a three dimensional, compact manifold with bound-
ary, S, within a spacetime, (M, g). Define {P,Q,X, Y } to be a vielbein with Xa and Y a tangent
to S, Qa an outward-pointing normal to S and P a a timelike, future-directed normal to Σ.

See figure 1 for a visual depiction of definition 2.1. A quasilocal mass is then a number, m(S),
for each applicable S.

Definition 2.2 (Newman-Penrose tetrad). Having chosen {P,Q,X, Y } as described, define a
Newman-Penrose (NP) tetrad [17] by

la =
1√
2
(P a +Qa) , na =

1√
2
(P a −Qa) and ma =

1√
2
(Xa + iY a) . (6)

Equivalently, given an NP tetrad adapted to S and Σ, one can define

P a =
1√
2
(la + na) , Qa =

1√
2
(la − na) , Xa =

1√
2
(ma +ma)

and Y a =
1

i
√
2
(ma −ma) . (7)

Lemma 2.3. The NP coefficients, µ and ρ, are real. Furthermore, they are related to the
expansions along the null normals by θl = −2ρ and θn = 2µ.

Proof. For a spacelike, 2D surface with null normals, la and na, the generalised extrinsic cur-
vature is defined to be

Ka
bc = −βd

bβ
e
c(Dd(le)n

a +Dd(ne)l
a). (8)

However, Ka
bc is known to be symmetric in the lower two indices.

∴ laKa
bcm

bmc = laKa
bcm

bmc ⇐⇒ βd
bβ

e
cDd(le)m

bmc = βd
bβ

e
cDd(le)m

bmc (9)

⇐⇒ mdmeDd(le) = mdmeDd(le) (10)

⇐⇒ −ρ̄ = −ρ. (11)

Similarly, naKa
bcm

bmc = naKa
bcm

bmc ⇐⇒ mdmeDd(ne) = mdmeDd(ne) ⇐⇒ µ = µ̄. (12)
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Thus µ and ρ are indeed real.
In the NP formalism, gab = −lanb − nalb +mamb +mamb.
∴ The indiced metric on S is βab = gab + lanb + nalb = mamb +mamb.
By definition, θl = βabDalb and θn = βabDanb.
∴ θl = (mamb +mamb)Dalb = −ρ̄− ρ = −2ρ and θl = (mamb +mamb)Danb = µ+ µ̄ = 2µ. □

Given a pair of null normals to S, it will be very natural to use the Geroch-Held-Penrose (GHP)
formalism [18] in what follows. The primary construction underpinning the GHP formalism is
the spinor dyad.

Definition 2.4 (Spinor dyad, Aα, Bα, a(ψ), b(ψ)). When converted to two-components spinors,
write the NP tetrad in terms of a spinor dyad, {A,B}, as

lαα̇ = AαĀα̇ and nαα̇ = BαB̄α̇. (13)

with BαAα =
√
2. Subsequently, decompose any two-component spinor, ψα, as

ψα = a(ψ)Aα + b(ψ)Bα (14)

⇐⇒ a(ψ) =
1√
2
Bαψα and b(ψ) = − 1√

2
Aαψα. (15)

Finally, in terms of the spinor dyad,

mαα̇ = BαĀα̇ and mαα̇ = AαB̄α̇. (16)

Proof. These constructions are from [18], but I’ll explain in more detail why they’re possible.
By definition,

lαα̇ = la(σa)αα̇ ≡
[
l0 + l3 l1 − il2

l1 + il2 l0 − l3

]
. (17)

∴ det(lαα̇) = (l0)2 − (l1)2 − (l2)2 − (l3)2 = 0. (18)

∴ lαα̇ is a 2× 2, non-zero, rank-1 matrix.
∴ The columns of lαα̇ must be proportional to each other.
∴ ∃uα and vα such that

lαα̇ = uαv̄α̇ ≡
[
u1v̄1̇ u1v̄2̇
u2v̄1̇ u2v̄2̇

]
. (19)

Then, lαα̇ is hermitian =⇒ u1v̄1̇, u2v̄2̇ ∈ R and u1v̄2̇ = ū2̇v1.
∴ u1v̄1̇ = ū2̇|v1|2/v̄2̇ and thus ū2̇/v̄2̇ ∈ R, say c2 (if v1 or v2 is zero then lαα̇ = AαĀα̇ holds
immediately with one of A1 or A2 being zero).
Similarly, u2v̄2̇ = ū1̇|v2|2/v̄1̇ =⇒ ū1̇/v̄1̇ = c1 ∈ R.

∴ lαα̇ ≡
[
c1|v1|2 c1v1v̄2̇
c2v2v̄1̇ c2|v2|2

]
. (20)

Now, c2v2v̄1̇ = (c1v1v̄2̇) =⇒ c1 = c2.
∴ lαα̇ = cvαv̄α̇ for some two-component spinor, vα, and some real number, c.
lαα̇ ̸= 0 =⇒ c ̸= 0. Then, la is causal and future directed =⇒ l11̇ = l0 + l3 ≥ 0 =⇒ c > 0.
Let Aα =

√
cvα to finally get lαα̇ = AαĀα̇.

Similarly, ∃Bα such that nαα̇ = BαB̄α̇.
∴ −1 = lana = −1

2
lαα̇nαα̇ = −1

2
AαĀα̇BαB̄α̇ = −1

2
|AαBα|2 =⇒ |AαBα| =

√
2.
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In these definitions I still have the freedom to change Aα or Bα by a phase. I’ll use this to fix
BαAα =

√
2.

Furthermore, it follows that Aα and Bα are pointwise linearly independent.
∴ Aα and Bα form a pointwise basis for two-component spinors.
∴ Any two-component spinor, ψ, can be decomposed as ψ = a(ψ)Aα + b(ψ)Bα for some
functions, a(ψ) and b(ψ). These functions are determined by

Aαψα = Aα (a(ψ)Aα + b(ψ)Bα) = 0−
√
2b(ψ) (21)

and Bαψα = Bα (a(ψ)Aα + b(ψ)Bα) =
√
2a(ψ) + 0. (22)

Once la and na are chosen, the choice of ma is fixed uniquely up to an SO(2) rotation. This
freedom matches with the remaining phase freedom left after choosing BαAα =

√
2.

∴ Any choice/guess that works for mαα̇ in terms of Aα and Bα is good enough.
Choose mαα̇ = BαĀα̇. Then, m

ama = −1
2
mαα̇mαα̇ = −1

2
BαĀα̇BαĀα̇ = 0 and

mama = −1
2
mαα̇mαα̇ = −1

2
BαĀα̇Bα̇Aα = 1 as required. □

Definition 2.5 (Modified connection). When acting on any Dirac spinor, Ψ, define the mod-
ified connection, ∇, by

∇aΨ = DaΨ+ ikγaΨ and (23)

∇aΨ = DaΨ− ikΨγa = (∇aΨ)†γ0, (24)

where k =
√

− Λ
12

and Da is the Levi-Civita connection.

Definition 2.6 (Eab(Ψ), Eab(Ψ1,Ψ2)). For a Dirac spinor, Ψ, let

Eab(Ψ) = Ψγabc∇cΨ+ c.c = Ψγabc∇cΨ−∇c(Ψ)γabcΨ. (25)

Similarly, define Eab(Ψ1,Ψ2) by

Eab(Ψ1,Ψ2) = Ψ1γ
abc∇cΨ2 −∇c(Ψ1)γ

abcΨ2. (26)

Eab(Ψ) is the Hodge dual of what is usually called the Witten-Nester 2-form [33].

Theorem 2.7 (Lichnerowicz identity).

PaDb(E
ba(Ψ)) = 2

(
∇I(Ψ)†∇IΨ− 4πT 0aΨγaΨ− (γI∇IΨ)†γJ∇JΨ

)
. (27)

A variant of the Lichnerowicz identity is always the key result underpinning any Witten-style
positive energy theorem. Note the RHS can be written in a more covariant looking way by
replacing T 0a with −PbT

ba and replacing all ∇I with hba∇b, where hab = gab + PaPb.

Proof.

DbE
ba(Ψ)

= Db

(
Ψγbac∇cΨ−∇c(Ψ)γbacΨ

)
(28)

= Db(Ψ)γbac∇cΨ+ΨγbacDb(∇cΨ)−Db(∇cΨ)γbacΨ−∇c(Ψ)γbacDbΨ (29)

= ∇b(Ψ)γbac∇cΨ+ ikΨγbγ
bac∇cΨ+ΨγbacDb(∇cΨ)−Db(∇cΨ)γbacΨ−∇c(Ψ)γbac∇bΨ

+ ik∇c(Ψ)γbacγbΨ (30)

= 2∇b(Ψ)γbac∇cΨ− 2ikΨγab∇bΨ+ΨγbacDb(∇cΨ)−Db(∇cΨ)γbacΨ− 2ik∇b(Ψ)γabΨ (31)

= 2∇b(Ψ)γbac∇cΨ− 2ikΨγabDbΨ+ 2k2ΨγabγbΨ+ΨγbacDbDcΨ+ ikΨγbacγcDbΨ

−DbDc(Ψ)γbacΨ+ ikDb(Ψ)γcγ
bacΨ− 2ikDb(Ψ)γabΨ− 2k2Ψγbγ

abΨ (32)

= 2∇b(Ψ)γbac∇cΨ− 2ikΨγabDbΨ− 6k2ΨγaΨ+ΨγbacDbDcΨ− 2ikΨγbaDbΨ

−DbDc(Ψ)γbacΨ− 2ikDb(Ψ)γbaΨ− 2ikDb(Ψ)γabΨ− 6k2ΨγaΨ (33)

= 2∇b(Ψ)γbac∇cΨ− 12k2ΨγaΨ−ΨγabcDbDcΨ−DbDc(Ψ)γcbaΨ. (34)
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For the second derivative terms, one applies the standard Licherowicz identity. In particular,

γabcDbDcΨ =
1

2
γabc[Db, Dc]Ψ by antisymmetry (35)

= −1

8
Rde

bcγ
abcγdeΨ (36)

= −1

8
Rde

bc

(
γabcde − 6γ

[ab
[eδ

c]
d] + 6γ[aδb[eδ

c]
d]

)
Ψ (37)

=
1

8
Rde

bc

(
6γ

[ab
[eδ

c]
d] − 6γ[aδb[eδ

c]
d]

)
Ψ by the Bianchi identity (38)

=
3

4
Rde

bc

(
γ[abeδ

c]
d − γ[aδbeδ

c]
d

)
Ψ by antisymmetry (39)

=
1

4
Rde

bc

(
γabeδ

c
d + γbceδ

a
d + γcaeδ

b
d

)
Ψ

− 1

4
Rde

bc

(
γaδbeδ

c
d + γbδceδ

a
d + γcδaeδ

b
d

)
Ψ (40)

=
1

4

(
−Rebγ

abe +Ra
ebcγ

bce +Recγ
cae +Rγa −Rabγb −Racγc

)
Ψ (41)

=
1

4
(0 + 0 + 0 +Rγa − 2Rabγb)Ψ by Bianchi identity and Rab = Rba (42)

= −1

2

(
Rab − 1

2
ηabR

)
γbΨ. (43)

Then, for the other second derivative term,

(γabcDbDcΨ)† = DbDc(Ψ)†γ0γcbaγ0 = DbDc(Ψ)γcbaγ0. (44)

∴ DbDc(Ψ)γcba = (γabcDbDcΨ)†γ0 (45)

=

(
−1

2

(
Rab − 1

2
ηabR

)
γbΨ

)†

γ0 (46)

= −1

2

(
Rab − 1

2
ηabR

)
Ψγb. (47)

Substituting back,

DbE
ba(Ψ) = 2∇b(Ψ)γbac∇cΨ− 12k2ΨγaΨ+

(
Rab − 1

2
ηabR

)
ΨγbΨ (48)

= 2∇b(Ψ)γbac∇cΨ+ 8πT abΨγbΨ by the Einstein equation. (49)

I’m working in a vielbein where Pa ≡ −δa0. Hence,

PaDbE
ba(Ψ) = −2

(
∇b(Ψ)†γ0γb0c∇cΨ+ 4πT 0bΨγbΨ

)
(50)

= 2
(
∇I(Ψ)†γIJ∇JΨ− 4πT 0aΨγaΨ

)
(51)

= 2
(
∇I(Ψ)†(γIγJ + δIJI)∇JΨ− 4πT 0aΨγaΨ

)
(52)

= 2
(
∇I(Ψ)†∇IΨ− (γI∇IΨ)†γJ∇JΨ− 4πT 0aΨγaΨ

)
, (53)

which is the form of the Lichnerowicz identity I will need in this work. □

Lemma 2.8. For any antisymmetric tensor, Mab,

PaDbM
ba = D̃b(PaM

ba), (54)

where D̃ is the induced covariant derivative on Σ.
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Proof. Let hab be the induced metric on Σ, i.e. hab = gab + PaPb.
Observe that PbM

ba is invariant under projection, i.e. because of Mab’s antisymmetry,
hacPbM

cb = δacPbM
cb + P aPcPbM

bc = PbM
ab.

∴ The induced covariant derivative acts as

D̃b(PaM
ba) = hcbh

b
dDc(PaM

da) (55)

= hcbDc(PaM
ba) (56)

= hcbDc(Pa)M
ba + hcbPaDcM

ba (57)

= KbaM
ba + δcbPaDcM

ba + P cPbPaDcM
ba where Kab = extrinsic curvature (58)

= PaDbM
ba by M ba ′s antisymmetry, (59)

which is the claimed result. □

Definition 2.9 (Q(Ψ), Q(Ψ1,Ψ2)). For a Dirac spinor, Ψ, define Q(Ψ) by

Q(Ψ) =

∫
Σ

PaDb(E
ba(Ψ))dV. (60)

By lemma 2.8,

Q(Ψ) =

∫
S

PaQbE
ba(Ψ)dA. (61)

Meanwhile, by theorem 2.7,

Q(Ψ) = 2

∫
Σ

(
∇I(Ψ)†∇IΨ− 4πT 0aΨγaΨ− (γI∇IΨ)†γJ∇JΨ

)
dV. (62)

Similarly, define Q(Ψ1,Ψ2) by

Q(Ψ1,Ψ2) =

∫
Σ

PaDb(E
ba(Ψ1,Ψ2))dV. (63)

Although Dirac spinors are more convenient on Σ, the positive energy theorem associated to
the Dougan-Mason construction requires two-component spinors on S.

Lemma 2.10. If Ψ = [ψα, χ̄
α̇]T , then

Q(Ψ) = 4

∫
S

(
b(ψ)ðā(ψ) + b̄(ψ)ð̄a(ψ)− ā(χ)ðb(χ)− a(χ)ð̄b̄(χ)

+ ρ|a(ψ)|2 + µ|b(ψ)|2 + ρ|a(χ)|2 + µ|b(χ)|2

+ ik
√
2
(
a(ψ)b(χ) + b(ψ)a(χ)− ā(ψ)b̄(χ)− b̄(ψ)ā(χ)

))
dA, (64)

where ð and ð̄ are the edth and edth-bar operators defined in [18].

Proof. By definitions 2.2 and 2.9,

Q(Ψ) =

∫
S

PaQbE
ba(Ψ)dA (65)

=
1

2

∫
S

(la + na)(lb − nb)E
ba(Ψ)dA (66)

=

∫
S

lanbE
ab(Ψ)dA by Eab′s antisymmetry (67)

=
1

4

∫
S

lαα̇nββ̇E
αα̇ββ̇(Ψ)dA. (68)
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Finding Eαα̇ββ̇(Ψ) is a long, tedious calculation.

Eαα̇ββ̇(Ψ) = (σa)αα̇(σb)ββ̇E
ab(Ψ) (69)

= (σa)αα̇(σb)ββ̇(Ψγ
abc∇cΨ−∇c(Ψ)γabcΨ) (70)

I’ll evaluate the first term on the RHS and then just take the complex conjugate to get the
second term.

(σa)αα̇(σb)ββ̇Ψγ
abc∇cΨ

= (σa)αα̇(σb)ββ̇Ψγ
abc(DcΨ+ ikγcΨ) (71)

= (σa)αα̇(σb)ββ̇Ψγ
abcDcΨ− 2ik(σa)αα̇(σb)ββ̇Ψγ

abΨ (72)

= (σa)αα̇(σb)ββ̇
[
−χγ,−ψγ̇

] [ 0 (σ[aσ̃bσc])γγ̇
(σ̃[aσbσ̃c])γ̇γ 0

] [
Dcψγ

Dcχ̄
γ̇

]
− 2ik(σa)αα̇(σb)ββ̇

[
−χγ,−ψγ̇

] [(σ[aσ̃b]) δ
γ 0

0 (σ̃[aσb])γ̇
δ̇

] [
ψδ

χ̄δ̇

]
(73)

= −(σa)αα̇(σb)ββ̇χ
γ(σ[aσ̃bσc])γγ̇Dcχ̄

γ̇ − (σa)αα̇(σb)ββ̇ψγ̇(σ̃
[aσbσ̃c])γ̇γDcψγ

+ 2ik(σa)αα̇(σb)ββ̇χ
γ(σ[aσ̃b]) δ

γ ψδ + 2ik(σa)αα̇(σb)ββ̇ψγ̇(σ̃
[aσb])γ̇

δ̇
χ̄δ̇ (74)

Consider this expression term by term.
From the identity,

(σa)αβ̇(σ̃b)
β̇β(σc)βα̇ = ηca(σb)αα̇ − ηbc(σa)αα̇ − ηab(σc)αα̇ + iεabcd(σ

d)αα̇, (75)

it follows that

(σ[aσ̃bσc])αα̇ = iεabcd(σ
d)αα̇ (76)

= (σa)αβ̇(σ̃b)
β̇β(σc)βα̇ − ηca(σb)αα̇ + ηbc(σa)αα̇ + ηab(σc)αα̇. (77)

∴− (σa)αα̇(σb)ββ̇χ
γ(σ[aσ̃bσc])γγ̇Dcχ̄

γ̇

= −(σa)αα̇(σb)ββ̇

(
(σa)γδ̇(σ̃

b)δ̇δ(σc)δγ̇ − ηca(σb)γγ̇ + ηbc(σa)γγ̇ + ηab(σc)γγ̇

)
χγDcχ̄

γ̇ (78)

=
(
−4εαγεα̇δ̇δ

δ
βδ

δ̇
β̇
(σc)δγ̇ − 2εβγεβ̇γ̇(σ

c)αα̇ + 2εαγεα̇γ̇(σ
c)ββ̇ + 2εαβεα̇β̇(σ

c)γγ̇

)
χγDcχ̄

γ̇ (79)

=
(
−4εαγεα̇β̇(σ

c)βγ̇ − 2εβγεβ̇γ̇(σ
c)αα̇ + 2εαγεα̇γ̇(σ

c)ββ̇ + 2εαβεα̇β̇(σ
c)γγ̇
)
χγDcχ̄

γ̇ (80)

= −4εα̇β̇χαDβγ̇χ̄
γ̇ − 2χβDαα̇χ̄β̇ + 2χαDββ̇χ̄α̇ + 2εαβεα̇β̇χ

γDγγ̇χ̄
γ̇ (81)

= −4εα̇β̇ε
γ̇δ̇χαDβγ̇χ̄δ̇ − 2χβDαα̇χ̄β̇ + 2χαDββ̇χ̄α̇ + 2εαβεα̇β̇ε

γδεγ̇δ̇χδDγγ̇χ̄δ̇ (82)

= 4(δγ̇α̇δ
δ̇
β̇
− δγ̇

β̇
δδ̇α̇)χαDβγ̇χ̄δ̇ − 2χβDαα̇χ̄β̇ + 2χαDββ̇χ̄α̇

+ 2(δγαδ
δ
β − δγβδ

δ
α)(δ

γ̇
α̇δ

δ̇
β̇
− δγ̇

β̇
δδ̇α̇)χδDγγ̇χ̄δ̇ (83)

= 4χαDβα̇χ̄β̇ − 4χαDββ̇χ̄α̇ − 2χβDαα̇χ̄β̇ + 2χαDββ̇χ̄α̇ + 2χβDαα̇χ̄β̇ − 2χαDβα̇χ̄β̇

− 2χβDαβ̇χ̄α̇ + 2χαDββ̇χ̄α̇ (84)

= 2χαDβα̇χ̄β̇ − 2χβDαβ̇χ̄α̇. (85)

The second term in equation 74 is handled similarly.

(σ̃a)
α̇β(σb)ββ̇(σ̃c)

β̇α = ηca(σ̃b)
α̇α − ηbc(σ̃a)

α̇α − ηab(σ̃c)
α̇α − iεabcd(σ̃

d)α̇α (86)

=⇒ (σ̃[aσbσ̃c])
α̇α = −iεabcd(σ̃

d)α̇α (87)

= (σ̃a)
α̇β(σb)ββ̇(σ̃c)

β̇α − ηca(σ̃b)
α̇α + ηbc(σ̃a)

α̇α + ηab(σ̃c)
α̇α. (88)

9



∴− (σa)αα̇(σb)ββ̇ψγ̇(σ̃
[aσbσ̃c])γ̇γDcψγ

= −(σa)αα̇(σb)ββ̇

(
(σ̃a)γ̇δ(σb)δδ̇(σ̃

c)δ̇γ − ηca(σ̃b)γ̇γ + ηbc(σ̃a)γ̇γ + ηab(σ̃c)γ̇γ
)
ψγ̇Dcψγ (89)

=
(
−4δδαδ

γ̇
α̇εβδεβ̇δ̇(σ̃

c)δ̇γ − 2δγβδ
γ̇

β̇
(σc)αα̇ + 2δγαδ

γ̇
α̇(σ

c)ββ̇ + 2εαβεα̇β̇(σ̃
c)γ̇γ
)
ψγ̇Dcψγ (90)

= −4εβαψα̇D
γ

β̇
ψγ − 2ψβ̇Dαα̇ψβ + 2ψα̇Dββ̇ψα + 2εαβεα̇β̇ψγ̇D

γγ̇ψγ (91)

= −4εβαε
γδψα̇Dδβ̇ψγ − 2ψβ̇Dαα̇ψβ + 2ψα̇Dββ̇ψα + 2εαβεα̇β̇ε

γδεγ̇δ̇ψγ̇Dδδ̇ψγ (92)

= 4(δγβδ
δ
α − δγαδ

δ
β)ψα̇Dδβ̇ψγ − 2ψβ̇Dαα̇ψβ + 2ψα̇Dββ̇ψα

+ 2(δγαδ
δ
β − δγβδ

δ
α)(δ

γ̇
α̇δ

δ̇
β̇
− δγ̇

β̇
δδ̇α̇)ψγ̇Dδδ̇ψγ (93)

= 4ψα̇Dαβ̇ψβ − 4ψα̇Dββ̇ψα − 2ψβ̇Dαα̇ψβ + 2ψα̇Dββ̇ψα + 2ψα̇Dββ̇ψα − 2ψα̇Dαβ̇ψβ

− 2ψβ̇Dβα̇ψα + 2ψβ̇Dαα̇ψβ (94)

= 2ψα̇Dαβ̇ψβ − 2ψβ̇Dβα̇ψα. (95)

Finally, the last two terms of equation 74 simplify to

2ik(σa)αα̇(σb)ββ̇χ
γ(σ[aσ̃b]) δ

γ ψδ + 2ik(σa)αα̇(σb)ββ̇ψγ̇(σ̃
[aσb])γ̇

δ̇
χ̄δ̇

= ik(σa)αα̇(σb)ββ̇
(
(σa)γδ̇(σ̃

b)δ̇δχγψδ − (σb)γδ̇(σ̃
a)δ̇δχγψδ + (σ̃a)γ̇δ(σb)δδ̇ψγ̇χ̄

δ̇

− (σ̃b)γ̇δ(σa)δδ̇ψγ̇χ̄
δ̇
)

(96)

= 4ik
(
εαγεα̇δ̇δ

δ
βδ

δ̇
β̇
χγψδ − εβγεβ̇δ̇δ

δ
αδ

δ̇
α̇χ

γψδ + εβδεβ̇δ̇δ
δ
αδ

γ̇
α̇ψγ̇χ̄

δ̇ − εαδεα̇δ̇δ
δ
βδ

γ̇

β̇
ψγ̇χ̄

δ̇
)

(97)

= 4ik
(
εα̇β̇χαψβ − εβ̇α̇χβψα + εβαψα̇χ̄β̇ − εαβψβ̇χ̄α̇

)
(98)

= −4ikεαβ(ψα̇χ̄β̇ + ψβ̇χ̄α̇) + 4ikεα̇β̇(χαψβ + χβψα) (99)

Putting it all together, equation 74 reduces to

(σa)αα̇(σb)ββ̇Ψγ
abc∇cΨ = 2χαDβα̇χ̄β̇ − 2χβDαβ̇χ̄α̇ + 2ψα̇Dαβ̇ψβ − 2ψβ̇Dβα̇ψα

− 4ikεαβ(ψα̇χ̄β̇ + ψβ̇χ̄α̇) + 4ikεα̇β̇(χαψβ + χβψα). (100)

Then, adding the complex conjugate gives

Eαα̇ββ̇ = 2
(
χαDβα̇χ̄β̇ − χβDαβ̇χ̄α̇ + ψα̇Dαβ̇ψβ − ψβ̇Dβα̇ψα + χ̄α̇Dαβ̇χβ − χ̄β̇Dβα̇χα

+ ψαDβα̇ψβ̇ − ψβDαβ̇ψα̇

)
+ 8ik

(
− εαβ(ψα̇χ̄β̇ + ψβ̇χ̄α̇) + εα̇β̇(ψαχβ + ψβχα)

)
. (101)

Thus, by definition 2.4, the required integrand is

lαα̇nββ̇Eαα̇ββ̇(Ψ) = AαĀα̇BβB̄β̇Eαα̇ββ̇ (102)

= 2AαĀα̇BβB̄β̇
(
χαDβα̇χ̄β̇ − χβDαβ̇χ̄α̇ + ψα̇Dαβ̇ψβ − ψβ̇Dβα̇ψα + χ̄α̇Dαβ̇χβ

− χ̄β̇Dβα̇χα + ψαDβα̇ψβ̇ − ψβDαβ̇ψα̇

)
+ 8ikAαĀα̇BβB̄β̇

(
− εαβ(ψα̇χ̄β̇ + ψβ̇χ̄α̇) + εα̇β̇(ψαχβ + ψβχα)

)
(103)

= 4
√
2
(
b(χ)B̄β̇δχ̄β̇ + a(χ)Āα̇δ̄χ̄α̇ + b̄(ψ)Bβ δ̄ψβ + ā(ψ)Aαδψα + b̄(χ)Bβ δ̄χβ

+ ā(χ)Aαδχα + b(ψ)B̄β̇δψβ̇ + a(ψ)Āα̇δ̄ψα̇

)
+ 16

√
2ik
(
− b̄(ψ)ā(χ)− ā(ψ)b̄(χ) + b(ψ)a(χ) + a(ψ)b(χ)

)
. (104)

All the derivative terms can be re-written in terms of the GHP ð and ð̄ operators [18]. In
particular, Aα and Bα are GHP type-(0, 1) and type-(0, -1) respectively by definition. Since
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ψα (and likewise for χα etc.) is invariant under choice of spinor dyad, it must be that a(ψ)
and b(ψ) are type-(0, -1) and type-(0, 1) respectively. For a type-(p, q) object, fp,q, ð and ð̄
are defined to act as

ðfp,q = δfp,q − pβfp,q − qᾱfp,q (105)

and ð̄fp,q = δ̄fp,q − pαfp,q − qβ̄fp,q. (106)

Consider the derivative terms one by one. It suffices to calculate half of them and take complex
conjugates for the other half (noting that a type-(p, q) object becomes a type-(q, p) object under
complex conjugation).

B̄β̇δχ̄β̇ = B̄α̇δ
(
ā(χ)Āα̇ + b̄(χ)B̄α̇

)
(107)

=
√
2δā(χ) + ā(χ)B̄α̇δĀα̇ + 0 + b̄(χ)B̄α̇δB̄α̇ (108)

=
√
2
(
δā(χ) + βā(χ) + µb̄(χ)

)
(109)

=
√
2
(
ðā(χ) + µb̄(χ)

)
. (110)

Āα̇δ̄χ̄α̇ = Āα̇δ̄
(
ā(χ)Āα̇ + b̄(χ)B̄α̇

)
(111)

= 0 + ā(χ)Āα̇δ̄Āα̇ −
√
2δ̄b̄(χ) + b̄(χ)Āα̇δ̄B̄α̇ (112)

= −
√
2
(
δ̄b̄(χ)− αb̄(χ)− ρā(χ)

)
(113)

= −
√
2
(
ð̄b̄(χ)− ρā(χ)

)
. (114)

Bβ δ̄ψβ = Bαδ̄ (a(ψ)Aα + b(ψ)Bα) (115)

=
√
2δ̄a(ψ) + a(ψ)Bαδ̄Aα + 0 + b(ψ)Bαδ̄Bα (116)

=
√
2
(
δ̄a(ψ) + β̄a(ψ) + µb(ψ)

)
(117)

=
√
2
(
ð̄a(ψ) + µb(ψ)

)
. (118)

Aαδψα = Aαδ (a(ψ)Aα + b(ψ)Bα) (119)

= 0 + a(ψ)AαδAα −
√
2δb(ψ) + b(ψ)AαδBα (120)

= −
√
2 (δb(ψ)− ᾱb(ψ)− ρa(ψ)) (121)

= −
√
2 (ðb(ψ)− ρa(ψ)) . (122)

Substituting back, I get

lαα̇nββ̇Eαα̇ββ̇(Ψ) = 8
(
b(χ)(ðā(χ) + µb̄(χ))− a(χ)(ð̄b̄(χ)− ρā(χ)) + b̄(ψ)(ð̄a(ψ) + µb(ψ))

− ā(ψ)(ðb(ψ)− ρa(ψ)) + b̄(χ)(ð̄a(χ) + µb(χ))− ā(χ)(ðb(χ)− ρa(χ))

+ b(ψ)(ðā(ψ) + µb̄(ψ))− a(ψ)(ð̄b̄(ψ)− ρā(ψ))
)

+ 16
√
2ik
(
− b̄(ψ)ā(χ)− ā(ψ)b̄(χ) + b(ψ)a(χ) + a(ψ)b(χ)

)
(123)

= 8
(
b(χ)ðā(χ)− a(χ)ð̄b̄(χ) + b̄(ψ)ð̄a(ψ)− ā(ψ)ðb(ψ)

+ b̄(χ)ð̄a(χ)− ā(χ)ðb(χ) + b(ψ)ðā(ψ)− a(ψ)ð̄b̄(ψ)
)

+ 16
(
µ|b(χ)|2 + ρ|a(χ)|2 + µ|b(ψ)|2 + ρ|a(ψ)|2

)
+ 16

√
2ik
(
− b̄(ψ)ā(χ)− ā(ψ)b̄(χ) + b(ψ)a(χ) + a(ψ)b(χ)

)
. (124)

The ð and ð̄ operators were constructed by GHP [18] such that integration by parts is valid
on S, e.g. ∫

S

ā(ψ)ð(b(ψ))dA = −
∫
S

b(ψ)ð(ā(ψ))dA. (125)

Substituting equation 124 into equation 68 and integrating by parts proves the lemma. □
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3 Elements of analysis

A key idea of Witten’s method is applying the Lichnerowicz identity with a spinor, Ψ, solving
γI∇IΨ = 0 on Σ. This section is dedicated to proving this is always possible given appropriate
boundary conditions on S and given an appropriate functional space for Ψ. My presentation
is heavily based on [34, 35, 36].

Definition 3.1 (C∞
b ). Let C∞

b be the space of Dirac spinors, Ψ = [ψα, χ
α̇]T , which are smooth

on Σ and subject to the boundary conditions, a(ψ) = b(χ) = 0 on S.

Definition 3.2 (⟨·, ·⟩C∞
b
). Assume the dominant energy condition holds on Σ and the null

expansions on S satisfy θl > 0, θn < 0 & θlθn < −8k2. Then, define an inner product by

⟨Ψ1,Ψ2⟩C∞
b

=

∫
Σ

(
(∇IΨ1)

†∇IΨ2 + 4πT 0aΨ†
1γ0γaΨ2

)
dV −Q(Ψ1,Ψ2). (126)

Proof. It much be checked that ⟨·, ·⟩C∞
b

is a well defined inner product. Conjugate symmetry
and linearity in the second argument are manifest, so only positive definiteness remains.

⟨Ψ,Ψ⟩C∞
b

=

∫
Σ

(
(∇IΨ)†∇IΨ+ 4πT 0aΨ†γ0γaΨ

)
dV −Q(Ψ). (127)

Ψ ∈ C∞
b =⇒ a(ψ) = b(χ) = 0 on S. Then, by lemma 2.10,

Q(Ψ) = 4

∫
S

(
µ|b(ψ)|2 + ρ|a(χ)|2 + ik

√
2
(
b(ψ)a(χ)− b̄(ψ)ā(χ)

))
dA (128)

For any nowhere-vanishing, complex function, z, on S, I can re-write Q(Ψ) as

Q(Ψ) = 4

∫
S

(
µ

|z|2
|zb(ψ)|2 + ρ|z|2

∣∣∣∣1za(χ)
∣∣∣∣2 + ik

√
2

(
zb(ψ)

a(χ)

z
− z̄b̄(ψ)

ā(χ)

z̄

))
dA (129)

Let µ′ = µ/|z|2, ρ′ = |z|2ρ, b′(ψ) = zb(ψ) and a′(χ) = a(χ)/z.

∴ Q(Ψ) = 4

∫
S

(
µ′|b′(ψ)|2 + ρ′|a′(χ)|2 + ik

√
2
(
b′(ψ)a′(χ)− b̄′(ψ)ā′(χ)

))
dA (130)

= 4

∫
S

(
(µ′ + k

√
2)|b′(ψ)|2 + (ρ′ + k

√
2)|a′(χ)|2 − k

√
2|b′(ψ) + iā′(χ)|2

)
dA (131)

≤ 4

∫
S

(
(µ′ + k

√
2)|b′(ψ)|2 + (ρ′ + k

√
2)|a′(χ)|2

)
dA (132)

Choose z = 4
√
µ/ρ so that µ′ = ρ′ = −√

µρ = −1
2

√
−θlθn < −k

√
2.

∴ Q(Ψ) ≤ 0.
Next, consider T 0aΨ†γ0γaΨ = Ψ†(T 00I + T 0Iγ0γI)Ψ.
The eigenvalues of T 0Iγ0γI are5 ±

√
T 0IT 0

I , so T
0aγ0γa is non-negative definite if and only if

T 00 ≥
√
T 0IT 0

I .
The dominant energy condition says −T a

b V
b is future directed and causal for any future di-

rected, causal vector, V a.
Choose V a = δa0.
∴ −T a

0 = T 0a is future directed and causal.
∴ T 00 ≥ 0 and 0 ≥ ηabT

0aT 0b ⇐⇒ (T 00)2 ≥ T 0IT 0
I , which is the condition above.

5This can be seen by supposing T 0Iγ0γIv = λv. Then, λ2v = T 0IT 0
I v by the Clifford algebra. Both

±
√

T 0IT 0
I must be eigenvalues because if v is in one eigenspace, then γ0v is in the other eigenspace.
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∴ T 0aΨ†γ0γaΨ ≥ 0.
In summary, all three terms in equation 127 are non-negative.
∴ ⟨Ψ,Ψ⟩C∞

b
≥ 0.

Finally, suppose ⟨Ψ,Ψ⟩C∞
b

= 0.
Then, by equation 127, ∇IΨ = 0 on Σ and Q(Ψ) = 0.
The boundary conditions already imply a(ψ) = b(χ) = 0 on S. Equation 132 then implies
a(χ) = b(ψ) = 0 on S too.
∴ Ψ = 0 on S.
Choose an arbitrary point, p ∈ Σ, and a smooth curve from any point on S to p. Let tI be the
tangent to the curve.
Then, tI∇IΨ = 0 along the curve and Ψ = 0 at the initial point.
Since tI∇IΨ = 0 is just a linear, homogeneous, 1st order ODE along the curve and Ψ is smooth,
initial value problems will have unique solution.
Since Ψ = 0 is manifestly a solution for tI∇IΨ = 0 and Ψ|S = 0, this must be the only solution
along the curve.
Since p is arbitrary, this applies for any point on Σ, meaning Ψ = 0 everywhere on Σ.
∴ ⟨·, ·⟩C∞

b
is positive definite. □

Definition 3.3 (G). Define a linear operator, G : C∞
b → L2, by G : Ψ 7→ γI∇IΨ.

Corollary 3.3.1. ⟨Ψ1,Ψ2⟩C∞
b

= ⟨G(Ψ1), G(Ψ2)⟩L2.

Proof. Apply theorem 2.7, definition 2.9 and the polarisation identity for relating norms and
inner products. □

Definition 3.4 (H). Define H to be the completion of C∞
b under ⟨·, ·⟩C∞

b
.

Lemma 3.5. G extends to a continuous (i.e. bounded) linear operator from H to L2 such that
⟨Ψ1,Ψ2⟩H = ⟨G(Ψ1), G(Ψ2)⟩L2.

Proof. G is already defined for Ψ ∈ C∞
b . The points inH\C∞

b are equivalence classes of Cauchy
sequences.
Let {ΨA}∞A=0 be a Cauchy sequence in C∞

b with limit in H\C∞
b .

Observe that by corollary 3.3.1, ||G(ΨA)−G(ΨB)||L2 = ||G(ΨA −ΨB)||L2 = ||ΨA −ΨB||C∞
b
.

∴ {G(ΨA)}∞A=0 is a Cauchy sequence in L2.
∴ Since L2 is complete, ∃ limA→∞G(ΨA) ∈ L2.
Extend the definition of G to H\C∞

b by defining G(limA→∞ΨA) = limA→∞G(ΨA).
This definition is independent of my original choice of Cauchy sequence, {ΨA}∞A=0, because if
I’d chosen a different Cauchy sequence with the same “limit,” {Ψ′

A}∞A=0, then {G(ΨA), G(Ψ
′
B)}

would be a Cauchy sequence in L2 by a similar computation to above. Hence, they would have
the same limit in L2.
Next, bserve that this definition implies corollary 3.3.1 extends to H. In particular, suppose
Ψ = limA→∞ΨA and Ψ′ = limA→∞Ψ′

A for Cauchy sequences6, {ΨA}∞A=0, {Ψ′
A}∞A=0 ∈ C∞

b .
Then,

⟨Ψ,Ψ′⟩H = lim
A→∞

lim
B→∞

⟨ΨA,Ψ
′
B⟩C∞

b
by the definition of ⟨·, ·⟩H (133)

= lim
A→∞

lim
B→∞

⟨G(ΨA), G(Ψ
′
B)⟩L2 by corollary 3.3.1 (134)

=
〈
lim
A→∞

G(ΨA), lim
B→∞

G(Ψ′
B)
〉
L2

by ⟨·, ·⟩′L2s continuity (135)

= ⟨G(Ψ), G(Ψ′)⟩L2 by G′s definition. (136)

6Strictly speaking, Ψ and Ψ′ are equivalence classes of Cauchy sequences, but I’m going to abuse notation
by denoting them as if they were ordinary spinors themselves.
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As an immediate consequence, I get

||G(Ψ)||L2 = ||Ψ||H, (137)

which implies that G is a continuous/bounded linear operator. □

Theorem 3.6. G is a continuous, linear isomorphism between H and L2.

Most saliently, the theorem implies (γI∇I)
−1 : L2 → H exists.

Proof. Linearity is by construction and continuity has already been shown by lemma 3.5.
Next, suppose G(Ψ) = 0. Then, by lemma 3.5,

0 = ||G(Ψ)||L2 = ||Ψ||H =⇒ Ψ = 0. (138)

∴ G is injective.
It remains to prove surjectivity.
Let θ be an arbitrary element of L2.
Define Fθ : H → C by

Fθ(Ψ) = ⟨θ,G(Ψ)⟩L2 . (139)

Fθ is manifestly linear. It is also continuous/bounded because the Cauchy-Schwarz inequality
and lemma 3.5 imply |Fθ(Ψ)| = |⟨θ,G(Ψ)⟩L2 | ≤ ||θ||L2||G(Ψ)||L2 = ||θ||L2||Ψ||H.
∴ By the Riesz representation theorem, ∃Z ∈ H such that Fθ(Ψ) = ⟨Z,Ψ⟩H.
∴ Fθ(Ψ) = ⟨G(Z), G(Ψ)⟩L2 by lemma 3.5.
By equation 139, if follows that

⟨W,G(Ψ)⟩L2 = 0 ∀Ψ ∈ H, where W = θ −G(Z). (140)

Consider a formal integration by parts on this equation.

∴ 0 =

∫
Σ

W †G(Ψ)dV (141)

=

∫
Σ

W †(γIDIΨ− 3ikΨ)dV (142)

=

∫
Σ

(
−PaWγabDbΨ− 3ikW †Ψ

)
dV (143)

=

∫
Σ

(
−PaDb(WγabΨ) + PaDb(W )γabΨ− 3ikW †Ψ

)
dV (144)

= −
∫
S

PaQbWγabΨdA−
∫
Σ

(
DI(W )†γIΨ− 3ikW †Ψ

)
dV by lemma 2.8 (145)

=

∫
S

lanbWγabΨdA+

∫
Σ

(
γIDIW + 3ikW

)†
ΨdV. (146)
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Let W = [ϕα, ζ̄
α̇]T and Ψ = [ψα, χ̄

α̇]T in terms of two-component spinors.

∴ lanbWγabΨ = lanb

[
−ζα −ϕ̄α̇

] [(σ[aσ̃b]) β
α 0

0 (σ̃[aσb])α̇
β̇

] [
ψβ

χ̄β̇

]
(147)

= −1

2
lanb

(
(σa)αα̇(σ̃

b)α̇βζαψβ − (σb)αα̇(σ̃
a)α̇βζαψβ + (σ̃a)α̇α(σb)αβ̇ϕ̄α̇χ̄

β̇

− (σ̃b)α̇α(σa)αβ̇ϕ̄α̇χ̄
β̇
)

(148)

=
1

2

(
nαα̇l

βα̇ζαψβ − lαα̇n
βα̇ζαψβ + nαα̇lαβ̇ϕ̄α̇χ̄

β̇ − lαα̇nαβ̇ϕ̄α̇χ̄
β̇
)

(149)

=
1

2

(
BαB̄α̇A

βĀα̇ζαψβ − AαĀα̇B
βB̄α̇ζαψβ +BαB̄α̇AαĀβ̇ϕ̄α̇χ̄

β̇

− AαĀα̇BαB̄β̇ϕ̄α̇χ̄
β̇
)

(150)

=
√
2
(
− a(ζ)b(ψ)− b(ζ)a(ψ) + ā(ϕ)b̄(χ) + b̄(ϕ)ā(χ)

)
. (151)

Since a(ψ) = b(χ) = 0 on S ∀Ψ ∈ H, the formal integration by parts says

0 =
√
2

∫
S

(
b̄(ϕ)ā(χ)− a(ζ)b(ψ)

)
dA+

∫
Σ

(
γIDIW + 3ikW

)†
ΨdV. (152)

As Ψ ∈ H ⊃ C∞
b is arbitrary, it must be that W is a weak solution to γIDIW + 3ikW = 0 on

Σ subject to the boundary conditions, b(ϕ) = a(ζ) = 0 on S.
It is then a technical mathematical problem to ascertain whether weak solutions lift to strong
solutions in this context. This question was studied in depth by [34, 35] and I will appeal
especially to their theorem 6.4 to conclude this is indeed the case.
Now, I can apply/establish a modified Lichnerowicz identity for W , as follows.

Let ∇̃aW = DaW − ikγaW , i.e. k 7→ −k compared with the original connection, ∇.
∴ γIDIW + 3ikW = 0 ⇐⇒ γI∇̃IW = 0.
The sign of k was never essential in the proof of the Lichnerowicz identity; it merely mattered
that k2 = −Λ/12.
∴ From the proofs of theorem 2.7 and lemma 2.10, it immediately follows that

0 =

∫
Σ

(γI∇̃IW )†γJ∇̃J(W )dV (153)

=

∫
Σ

(
(∇̃IW )†∇̃IW − 4πT 0aWγaW

)
dV − Q̃(W ), (154)

where Q̃(W ) = 2

∫
S

(
b(ϕ)ðā(ϕ) + b̄(ϕ)ð̄a(ϕ)− ā(ζ)ðb(ζ)− a(ζ)ð̄b̄(ζ)

+ ρ|a(ϕ)|2 + µ|b(ϕ)|2 + ρ|a(ζ)|2 + µ|b(ζ)|2

− ik
√
2
(
a(ϕ)b(ζ) + b(ϕ)a(ζ)− ā(ϕ)b̄(ζ)− b̄(ϕ)ā(ζ)

))
dA. (155)

However, b(ϕ) = a(ζ) = 0 on S from earlier.

∴ Q̃(W ) = 2

∫
S

(
ρ|a(ϕ)|2 + µ|b(ζ)|2 − ik

√
2
(
a(ϕ)b(ζ)− ā(ϕ)b̄(ζ)

)
dA (156)

As in the proof of definition 3.2, let µ′ = µ/|z|2, ρ′ = |z|2ρ, a′(ϕ) = a(ϕ)/z and b′(ζ) = zb(ζ).
Again, choose z = 4

√
µ/ρ so that µ′ = ρ′ = −√

µρ = −1
2

√
−θlθn < −k

√
2.

∴ Q̃(W ) = 2

∫
S

(
ρ′|a′(ϕ)|2 + µ′|b′(ζ)|2 − ik

√
2
(
a′(ϕ)b′(ζ)− ā′(ϕ)b̄′(ζ)

)
dA (157)

= 2

∫
S

(
(ρ′ + k

√
2)|a′(ϕ)|2 + (µ′ + k

√
2)|b′(ζ)|2 − k

√
2|ā′(ϕ) + ib′(ζ)|2

)
dA (158)

≤ 0. (159)
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Thus, combined with the dominant energy condition as used in the proof of definition 3.2,
every term on the RHS of equation 154 is non-negative.
∴ ∇̃IW = 0 and Q̃(W ) = 0.
The latter implies a(ϕ) = b(ζ) = 0 on S by equation 158.
∴ W = 0 on S since b(ϕ) = a(ζ) = 0 on S already.
In the proof of definition 3.2 I showed ∇IΨ = 0 on Σ with Ψ = 0 on S implies Ψ = 0 on Σ.
By the same logic used there, it now follows that W = 0 on Σ.
∴ θ = G(Z).
Since θ ∈ L2 is arbitrary, it must be that G is surjective. □

4 New quasilocal mass and its positivity

Definition 4.1 (Φ). Define Φ = [φα, ξ̄
α̇]T to be a Dirac spinor satisfying ma∇aΦ = 0 on S.

Definition 4.2 (ΦA). Let {ΦA = [φA
α , ξ̄

Aα̇]T} denote a basis for the space of solutions to
ma∇aΦ = 0 on S. Use A,B, ... as indices on this space7.

Lemma 4.3. In the GHP formalism, ma∇aΦ = 0 is equivalent to

0 = ð̄a(φ) + µb(φ)− ik
√
2ā(ξ), (160)

0 = ð̄b̄(ξ)− ρā(ξ)− ik
√
2b(φ), (161)

0 = ð̄b(φ)− σ̄a(φ) and (162)

0 = ð̄ā(ξ) + λb̄(ξ). (163)

Proof. In terms of two component spinors,

ma∇aΦ = maDaΦ + ikmaγaΦ (164)

=

[
maDaφα

maDaξ̄
α̇

]
+ ikmαα̇

[
0 (σa)αα̇

(σ̃a)
α̇α 0

] [
φα

ξ̄α̇

]
(165)

=

[
δ̄φα + ikmαα̇ξ̄

α̇

δ̄ξ̄α̇ + ikmαα̇φα

]
(166)

=

[
δ̄φα + ikAαB̄α̇ξ̄

α̇

δ̄ξ̄α̇ + ikAαB̄α̇φα

]
(167)

=

[
δ̄φα − ik

√
2ā(ξ)Aα

δ̄ξ̄α̇ − ik
√
2b(φ)B̄α̇

]
. (168)

Contract the first equation with Aα.

∴ 0 = Aα
(
δ̄φα − ik

√
2ā(ξ)Aα

)
(169)

= Aα
(
δ̄ (a(φ)Aα + b(φ)Bα)− ik

√
2ā(ξ)Aα

)
(170)

= a(φ)Aαδ̄Aα + 0 + b(φ)Aαδ̄Bα −
√
2δ̄b(φ)− 0 (171)

=
√
2σ̄a(φ) +

√
2β̄b(φ)−

√
2δ̄b(φ) (172)

=
√
2
(
σ̄a(φ)− ð̄b(φ)

)
, (173)

7This implicitly assumes the solution space has countable dimension. As I’ll explain later, this assumption
is acceptable because for generic S, I expect the solution space to be just four dimensional.
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which proves equation 162.
Similarly, one finds the remaining three equations as follows.

0 = Bα
(
δ̄φα − ik

√
2ā(ξ)Aα

)
(174)

= Bα
(
δ̄ (a(φ)Aα + b(φ)Bα)− ik

√
2ā(ξ)Aα

)
(175)

= a(φ)Baδ̄Aα +
√
2δ̄a(φ) + b(φ)Bαδ̄Bα + 0− 2ikā(ξ) (176)

=
√
2β̄a(φ) +

√
2δ̄a(φ) +

√
2µb(φ)− 2ikā(ξ) (177)

=
√
2
(
ð̄a(φ) + µb(φ)− ik

√
2ā(ξ)

)
. (178)

0 = Āα̇

(
δ̄ξ̄α̇ − ik

√
2b(φ)B̄α̇

)
(179)

= Āα̇

(
δ̄(ā(ξ)Āα̇ + b̄(ξ)B̄α̇)− ik

√
2b(φ)B̄α̇

)
(180)

= ā(ξ)Āα̇δ̄Ā
α̇ + 0 + b̄(ξ)Āα̇δ̄B̄

α̇ +
√
2δ̄b̄(ξ)− 2ikb(φ) (181)

= −
√
2ρā(ξ)−

√
2αb̄(ξ) +

√
2δ̄b̄(ξ)− 2ikb(φ) (182)

=
√
2
(
ð̄b̄(ξ)− ρā(ξ)− ik

√
2b(φ)

)
. (183)

0 = B̄α̇

(
δ̄ξ̄α̇ − ik

√
2b(φ)B̄α̇

)
(184)

= B̄α̇

(
δ̄(ā(ξ)Āα̇ + b̄(ξ)B̄α̇)− ik

√
2b(φ)B̄α̇

)
(185)

= ā(ξ)B̄α̇δ̄Ā
α̇ −

√
2δ̄ā(ξ) + b̄(ξ)B̄α̇δ̄B̄

α̇ + 0− 0 (186)

= −
√
2αā(ξ)−

√
2δ̄ā(ξ)−

√
2λb̄(ξ) (187)

= −
√
2
(
ð̄ā(ξ) + λb̄(ξ)

)
. (188)

□

Definition 4.4 (QAB). Define the hermitian matrix, QAB, by

QAB = 4

∫
S

(
ρā(φA)a(φB) + µb(ξA)b̄(ξB)− ρa(ξA)ā(ξB)− µb̄(φA)b(φB)

+ ik
√
2
(
b(ξA)a(φB)− ā(φA)b̄(ξB)− a(ξA)b(φB) + b̄(φA)ā(ξB)

))
dA. (189)

Theorem 4.5. If the dominant energy condition holds on Σ and the null expansions on S
satisfy θl > 0, θn < 0 & θlθn < −8k2, then QAB is a non-negative definite matrix.

Proof. From lemma 2.10,

Q(Φ) = 4

∫
S

(
b(φ)ðā(φ) + b̄(φ)ð̄a(φ)− ā(ξ)ðb(ξ)− a(ξ)ð̄b̄(ξ)

+ ρ|a(φ)|2 + µ|b(φ)|2 + ρ|a(ξ)|2 + µ|b(ξ)|2

+ ik
√
2
(
a(φ)b(ξ) + b(φ)a(ξ)− ā(φ)b̄(ξ)− b̄(φ)ā(ξ)

))
dA. (190)

From equations 160 and 161,

b̄(φ)ð̄a(φ) = −µ|b(φ)|2 + ik
√
2b̄(φ)ā(ξ) and (191)

a(ξ)ð̄b̄(ξ) = ρ|a(ξ)|2 + ik
√
2a(ξ)b(φ). (192)

∴ Q(Φ) = 4

∫
S

(
ρ|a(φ)|2 − µ|b(φ)|2 − ρ|a(ξ)|2 + µ|b(ξ)|2

+ ik
√
2
(
a(φ)b(ξ)− a(ξ)b(φ)− ā(φ)b̄(ξ) + ā(ξ)b̄(φ)

))
dA. (193)
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Let Z = [ϕα, ζ̄
α̇]T be any element of H1(Σ) such that on S, a(ϕ) = a(φ) and b(ζ) = b(ξ).

Z ∈ H1(Σ) =⇒ γI∇IZ ∈ L2(Σ).
∴ By theorem 3.6, ∃Ψ′ ∈ H such that γI∇IΨ

′ = G(Ψ′) = −γI∇IZ.
∴ Ψ = Ψ′ + Z satisfies γI∇IΨ = 0.
∴ By definition 2.9,

Q(Ψ) =

∫
Σ

(
∇I(Ψ)†∇IΨ− 4πT 0aΨγaΨ

)
dV ≥ 0 (194)

where the first term is manifestly non-negative and the second term is non-negative by the
dominant energy condition (same reasoning as in the proof that definition 3.2 is well-defined).
Furthermore, since every element, Ψ′ ∈ H, has a(ψ′) = b(χ′) = 0 on S by construction, it
follows that Ψ has a(ψ) = a(φ) and b(χ) = b(ξ) on S.
∴ By definition 2.9, lemma 2.10 and the fact all the derivatives in lemma 2.10 are tangent to
S, Q(Ψ) can also be written as

Q(Ψ) = 4

∫
S

(
b(ψ)ðā(φ) + b̄(ψ)ð̄a(φ)− ā(χ)ðb(ξ)− a(χ)ð̄b̄(ξ)

+ ρ|a(φ)|2 + µ|b(ψ)|2 + ρ|a(χ)|2 + µ|b(ξ)|2

+ ik
√
2
(
a(φ)b(ξ) + b(ψ)a(χ)− ā(φ)b̄(ξ)− b̄(ψ)ā(χ)

))
dA. (195)

Then, from equations 160 and 161,

Q(Ψ) = 4

∫
S

(
− b(ψ)

(
µb̄(φ) + ik

√
2a(ξ)

)
− b̄(ψ)

(
µb(φ)− ik

√
2ā(ξ)

)
− ā(χ)

(
ρa(ξ)− ik

√
2b̄(φ)

)
− a(χ)

(
ρā(ξ) + ik

√
2b(φ)

)
+ ρ|a(φ)|2 + µ|b(ψ)|2 + ρ|a(χ)|2 + µ|b(ξ)|2

+ ik
√
2
(
a(φ)b(ξ) + b(ψ)a(χ)− ā(φ)b̄(ξ)− b̄(ψ)ā(χ)

))
dA (196)

= 4

∫
S

(
µ
(
− b(ψ)b̄(φ)− b̄(ψ)b(φ) + |b(ψ)|2 + |b(ξ)|2

)
+ ρ
(
− ā(χ)a(ξ)− a(χ)ā(ξ) + |a(φ)|2 + |a(χ)|2

)
+ ik

√
2
(
− b(ψ)a(ξ) + b̄(ψ)ā(ξ) + ā(χ)b̄(φ)− a(χ)b(φ)

+ a(φ)b(ξ) + b(ψ)a(χ)− ā(φ)b̄(ξ)− b̄(ψ)ā(χ)
))

dA. (197)

∴ Equation 193 can be re-written as

Q(Φ) = 4

∫
S

(
− µ

(
|b(φ)|2 − b(ψ)b̄(φ)− b̄(ψ)b(φ) + |b(ψ)|2

)
− ρ
(
|a(ξ)|2 − ā(χ)a(ξ)− a(χ)ā(ξ) + |a(χ)|2

)
− ik

√
2
(
− b(ψ)a(ξ) + b̄(ψ)ā(ξ) + ā(χ)b̄(φ)− a(χ)b(φ)

+ b(ψ)a(χ)− b̄(ψ)ā(χ) + a(ξ)b(φ)− ā(ξ)b̄(φ)
))

dA+Q(Ψ) (198)

= 4

∫
S

(
− ik

√
2
(
(a(ξ)− a(χ))(b(φ)− b(ψ))− (ā(ξ)− ā(χ))(b̄(φ)− b̄(ψ))

)
− µ|b(φ)− b(ψ)|2 − ρ|a(ξ)− a(χ)|2

)
dA+Q(Ψ). (199)

As done previously, let µ′ = µ/|z|2, ρ′ = |z|2ρ, a′(ξ) = a(ξ)/z, a′(χ) = a(χ)/z, b′(φ) = zb(φ)
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and b′(ψ) = zb(ψ). Again, choose z = 4
√
µ/ρ so that µ′ = ρ′ = −√

µρ = −1
2

√
−θlθn < −k

√
2.

∴ Q(Φ) = 4

∫
S

(
− ik

√
2
(
(a′(ξ)− a′(χ))(b′(φ)− b′(ψ))− (ā′(ξ)− ā′(χ))(b̄′(φ)− b̄′(ψ))

)
− µ′|b′(φ)− b′(ψ)|2 − ρ′|a′(ξ)− a′(χ)|2

)
dA+Q(Ψ) (200)

= 4

∫
S

(√
2k|a′(ξ)− a′(χ) + ib̄′(φ)− ib̄′(ψ)|2

− (µ′ +
√
2k)|b′(φ)− b′(ψ)|2 − (ρ′ +

√
2k)|a′(ξ)− a′(χ)|2

)
dA+Q(Ψ) (201)

≥ 0. (202)

Since {ΦA} is a basis for the solution space to ma∇aΦ = 0, I can let Φ = cAΦ
A for any

constants, cA.
∴ a(φ) = cAa(φ

A), b(φ) = cAb(φ
A), ā(ξ) = cAā(ξ

A) and b̄(ξ) = cAb̄(ξ
A).

∴ By definition 4.4 and equation 193,

0 ≤ Q(Φ) = c̄AQ
ABcB. (203)

Since cA are arbitrary, it must be that QAB is non-negative definite. □

While this theorem achieves a manifestly non-negative object, it’s not possible to extract a
mass from the full matrix, QAB, without some auxiliary constructions.

Definition 4.6 (TAB). Define the matrix, TAB, by

TAB = εαβφA
αφ

B
β − εα̇β̇ ξ̄Aα̇ ξ̄

B
β̇

(204)

=
√
2
(
a(φA)b(φB)− a(φB)b(φA) + ā(ξB)b̄(ξA)− ā(ξA)b̄(ξB)

)
. (205)

The notion of a surface, S, being “generic” can now finally be stated precisely.

Definition 4.7 (Generic - TAB form). The surface, S, is called generic if and only if TAB is
invertible.

Definition 4.8 (Generic - ΦA form). The surface, S, is said to be generic if and only if the
solution space to ma∇aΦ = 0 on S is four dimensional and the basis, {ΦA}4A=1, is pointwise
linearly independent at least at one point of S.

I will show later that the ΦA version of generic implies the TAB version. In any case, I will
only use the property of S being generic once - albeit in a rather essential way in definition
4.11, where I rely on T−1 existing. More importantly though, surfaces generic in name should
be generic in practice too. For the TAB form, it could be argued that since the set of singular
n×n matrices are measure zero in the set of all n×n matrices, this is indeed a valid notion of
generic. However, it’s not obvious the solution space is finite dimensional and this argument
doesn’t consider the possibility there is something specific to this situation precluding TAB’s
invertibility. Furthermore, the examples considered in sections 5 and 6 either satisfy both no-
tions of generic or neither notion. Hence, it’s unclear whether m(S) constructed on a surface
satisfying the TAB form, but not the ΦA form, of generic has physical meaning beyond simple
mathematical validity. Finally, from a practical point of view, one would like to know what
size of matrix to expect for TAB - and for that matter, QAB. As defined so far, they could be
of arbitrarily large size, maybe even infinitely large. Luckily, when S has spherical topology,
there are reasons to believe the ΦA form is also a valid notion of generic, implying TAB is only
a 4× 4 matrix.
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It is known - e.g. from section 8.2.2 of [14] - that δ̄ is an elliptic operator and the com-
pactness of S then guarantees δ̄ has finite dimensional kernel. Then, it is also known [14] that
δ̄’s index (dimension of kernel minus dimension of cokernel) is 4(1− g) when S has genus, g.
The difference between ma∇a - the operator I’m actually interested in - and δ̄ is ikmaγa, which
is a compact operator since S is compact and ikmaγa is just a 4× 4 matrix.
∴ By Fredholm theory, index(ma∇a) = index(δ̄) = 4(1− g).
∴ If S is diffeomorphic to a sphere, then ma∇aΦ = 0 must have at least four linearly indepen-
dent solutions.
In the spherical examples of sections 5 and 6, there happen to be precisely four linearly inde-
pendent solutions. Faced with a similar situation, Penrose then argues [20] as long as S is not
too far from canonical situations - such as the examples to be considered - there would still
remain precisely four linearly independent solutions.
At least for spherical S, this justifies the first half of the generic definition in ΦA form. For
non-spherical S, the situation far less constrained and I cannot say whether either definition
of generic is actually realistic. In section 5.2 I study examples with toroidal S. In one example
ma∇aΦ = 0 will have only two linearly independent solutions and the corresponding TAB will
just zero, while in the other example ma∇aΦ = 0 won’t have any non-trivial solutions to begin
with. Hence both definitions of generic fail - however the wider implications are unclear.
The second half of definition 4.8 is motivated by a possibility that occurs in the Dougan-Mason
definition, where one needs to solve the analogous equation, δ̄φα = 0. It turns out there exist
“exceptional” surfaces - e.g. a bifurcate Killing surface - where there are two solutions to
δ̄φα = 0 (the maximum expected or desired) which are linearly independent as functions de-
spite being pointwise linearly dependent at every point of S. The Dougan-Mason mass cannot
be defined on such surfaces because the analogue of TAB just becomes zero. However, based
on considerations of holomorphic spin bundles, Dougan and Mason argue such surfaces really
are indeed exceptional and not generic.
Similarly, I will insist {ΦA}4A=1 are pointwise linearly independent at least at one point of S
for S to be called generic in the ΦA sense.

Lemma 4.9. TAB is antisymmetric and constant on S. Furthermore, the notion of generic in
definition 4.8 implies the notion of generic in definition 4.7.

Proof. Antisymmetry follows directly from the definition.
Next, observe that

δ̄TAB = δ̄
(
εαβφA

αφ
B
β − εα̇β̇ ξ̄Aα̇ ξ̄

B
β̇

)
(206)

= εαβ δ̄(φA
α )φ

B
β + εαβφA

α δ̄φ
B
β − εα̇β̇ δ̄(ξ̄Aα̇ )ξ̄

B
β̇
− εα̇β̇ ξ̄Aα̇ δ̄ξ̄

B
β̇

(207)

= εαβik
√
2ā(ξA)Aαφ

B
β + εαβφA

α ik
√
2ā(ξB)Aβ

− εα̇β̇ik
√
2b(φA)B̄α̇ξ̄

B
β̇
− εα̇β̇ ξ̄Aα̇ ik

√
2b(φB)B̄β̇ by equation 168 (208)

= 2ik
(
ā(ξA)b(φB)− ā(ξB)b(φA) + b(φA)ā(ξB)− b(φB)ā(ξA)

)
(209)

= 0. (210)

∴ For each A and B, TAB is a holomorphic function on S.
∴ Since S is compact, Liouville’s theorem implies TAB is constant on S.
To prove invertibility, it’s easier to work in Dirac spinor notation. In the conventions I’m using,
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the charge conjugation matrix is

C =

[
εαβ 0

0 εα̇β̇

]
. (211)

∴ (ΦA)TC−1ΦB =
[
φA
α ξ̄Aα̇

] [εαβ 0
0 εα̇β̇

] [
φB
β

ξ̄Bβ̇

]
(212)

= φA
αε

αβφB
β + ξ̄Aα̇εα̇β̇ ξ̄

Bβ̇ (213)

= TAB. (214)

Let vA be a vector in the nullspace of TAB.
∴ TABvB = 0.
Let Z = vAΦ

A. Then, TABvB = 0 ⇐⇒ (ΦA)TC−1Z = 0 ⇐⇒ wA(Φ
A)TC−1Z = 0 for any

vector, wA.
Definition 4.8 says there are four different ΦA and they are pointwise linearly independent at
least at one point, say p, on S.
∴ Since Dirac spinors also have four components, {ΦA}4A=1 must form a pointwise basis at p.
∴ wAΦ

A can be any Dirac spinor at p.
∴ C−1Z|p = 0.
∴ Z|p = 0 since C−1 is invertible.
∴ vA = 0 by the linear independence of {ΦA}4A=1 at p.
∴ TAB has trivial nullspace. □

Lemma 4.10. For any non-negative definite, hermitian matrix, H, and antisymmetric matrix,
A, tr

(
HAHA

)
is real and tr

(
HAHA

)
≤ 0.

Proof. In this proof I will write all indices downstairs and I will write all summations explicitly.
Every hermitian matrix is orthogonally diagonalisable and has real eigenvalues.
∴ ∃ Vectors, {v(A)}, such that v†(A)v(B) = δAB and Hv(A) = λA for some λA ∈ R.
H being non-negative definite implies λA ≥ 0 ∀A.
Let UAB = v(B)A. Then, the orthogonal diagonalisation statement is that

U †HU ≡
∑
C,D

(U †)ACHCDUDB

∑
C,D

v̄(A)CHCDv(B)D = δABλB = DAB. (215)

∴ By U ’s unitarity,

HAB =
∑
C,D

UACDCD(U
†)DB =

∑
C,D

v(C)AδCDλDv̄(D)B =
∑
C

λCv(C)Av̄(C)B. (216)

Then, the quantity of interest is

tr
(
HAHĀ

)
=

∑
A,B,C,D

HABABCHCDĀDA (217)

=
∑

A,B,C,D,E,F

λEv(E)Av̄(E)BABCλF v̄(F )Cv(F )DĀDA (218)

= −
∑

A,B,C,D,E,F

λEv(E)Av̄(E)BABCλF v̄(F )Cv(F )DĀAD (219)

= −
∑

A,B,C,D,E,F

λEλF v̄(E)BABC v̄(F )Cv(E)AĀADv(F )D (220)

= −
∑
E,F

λEλF |v†(E)Av̄(F )|2, (221)

which is manifestly real and non-positive. □
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Definition 4.11 (Quasilocal mass). Suppose the dominant energy condition holds on Σ, the
null expansions on S satisfy θl > 0, θn < 0 & θlθn < −8k2 and S is generic (either definition).
Then, construct QAB and TAB by definitions 4.4 & 4.6 and define the quasilocal mass, m(S),
to be

m(S) =
1

16π

√
− tr

(
QT−1QT−1

)
. (222)

Theorem 4.5, lemma 4.9 and lemma 4.10 ensure m(S) is well-defined and manifestly non-
negative. Furthermore, m(S) is independent of the choice of basis, {ΦA}. For example, suppose
I perform a change of basis, Φ′A = BA

BΦ
B. Then, by definitions 4.4 and 4.6,

Q′AB = B̄A
CQ

CDBB
D ⇐⇒ Q′ = B̄QBT and (223)

T ′AB = BA
CT

CDBB
D ⇐⇒ T ′ = BTBT . (224)

∴ tr
(
Q′(T ′)−1Q′(T ′)−1

)
= tr

(
B̄QBTB−TT−1B−1BQB̄T B̄−TT−1B̄−1

)
(225)

= tr
(
QT−1QT−1

)
. (226)

Corollary 4.11.1. m(S) = 0 for every surface, S, in AdS that’s generic in the ΦA sense.

Proof. For generic surfaces I have at most four linearly independent solutions to ma∇aΦ = 0.
However, AdS already has a four dimensional space of Killing spinors, i.e. solutions to∇aεk = 0.
∴ Since ∇aεk = 0 is a stronger condition, I can use the Killing spinors of AdS as {ΦA}4A=1.
Then, Φ = εk and ∇aεk = 0 =⇒ Eab(Φ) = 0 =⇒ Q(Φ) = 0 =⇒ m(S) = 0. □

There is a weak converse to this property which can be proved somewhat immediately.

Corollary 4.11.2. If QAB = 0 and the S is generic in the ΦA sense, then the spacetime is
maximally symmetric on Σ.

Proof. From the proof of theorem 4.5, especially equation 194, QAB = 0 =⇒ ∃ 4 linearly
independent spinors8, ΨA, such that ∇IΨ

A = 0.
First, ∇IΨ = 0 implies the ’integrability condition,’

0 = [∇I ,∇J ]Ψ (227)

= [DI + ikγI , DJ + ikγJ ]Ψ (228)

= [DI , DJ ]Ψ + ikγJDIΨ− ikγIDJΨ+ ikγI∇JΨ− ikγJ∇IΨ (229)

= −1

4
RabIJγ

abΨ+ ikγJ(−ikγIΨ)− ikγI(−ikγJΨ) + 0− 0 (230)

= −1

4
RabIJγ

abΨ− 2k2γIJΨ (231)

= −1

4
(RabIJ + 8k2ηaIηbJ)γ

abΨ. (232)

The generic assumption implied ΦA are pointwise linearly independent at least at one point,
p. Thus, the ΨA are also linearly independent at p.
However, then the ΨA are pointwise linearly independent everywhere (on Σ), as follows.
Let Ψ = cAΨ

A for some constants, cA.
∴ ∇IΨ

A = 0 =⇒ ∇IΨ = 0.
Suppose Ψ = 0 at some point, q.
Choose a curve from q to p with tangent vector, tI . Then, tI∇IΨ = 0 is a homogeneous, linear,

8The boundary conditions for the ΨA PDE only have half the degrees of freedom of each ΦA, so perhaps
this conclusion is more non-trivial than I’m making it sound.
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1st order ODE problem with initial condition, Ψ|q = 0.
Since ODEs have unique local solutions on smooth manifolds, it must be that Ψ = 0 everywhere
on the curve.
However, Ψ = cAΨ

A = 0 at p implies cA = 0 by {ΨA}4A=1’s linear independence at p.
Hence, the ΨA are indeed pointwise linearly independent everywhere.
∴ Equation 232 implies (RabIJ + 8k2ηaIηbJ)γ

ab = 0.
Since {γab} are also linearly independent, it must be that RabIJ = −4k2(ηaIηbJ − ηaJηbI).
It remains to be seen what happens for Rab0I .
RJK0I = R0IJK = −(η0JηIK − η0KηIJ) = 0.
That leaves R0J0I = −R00IJ −R0IJ0 = R0I0J .
Since a basis of Ψ is allowed, equation 194 also implies T 0aγ0γa = 0. But, the eigenvalues of
T 0aγ0γa = 0 are T 00 ±

√
T 0IT 0

I , so it must be that T 00 and T 0I are both zero, i.e. T a0 = 0.
By the dominant energy condition, −T a

b V
b is future directed and causal whenever V a is future

directed and causal.
Choose V a = δa0 + δaI for some value of I.
∴ −T a

b V
b = −T a

0 − T a
I = 0− δaJT JI .

However, this can only be causal if T IJ = 0.
∴ Ultimately, Tab = 0.
∴ Rab = Ληab = −12k2ηab.
∴ −12k2δIJ = Ra

IaJ = −R0I0J +R
K
IKJ = −R0I0J −4k2(δKKδIJ −δKJ δKI) = −R0I0J −8k2δIJ .

∴ R0I0J = 4k2δIJ .
∴ Putting all the components together, Rabcd = −4k2(ηacηbd − ηadηbc). □

More generally, one may wonder whether this converse applies ifm(S) = 0, which could happen
if QAB has just one non-trivial vector in its nullspace, rather than every vector being in the
nullspace. This problem is considerably harder even in the asymptotically flat or asymptoti-
cally hyperbolic context - see [37, 38] for recent progress in those cases - and I will not consider
it in this work.

My definition of quasilocal mass is closest in spirit to Penrose’s definition, albeit I can make-
do with spinors instead of twistors9. In particular, my QAB is analogous to his “kinematical
twistor” - see the material around equation 23 in [20] - while my TAB is analogous to his
surface “infinity twistor” - see the discussion between equations 25 and 26 in [20]. Meanwhile,
my definition is also closely related to the Dougan-Mason mass. When Λ = 0, the left-handed
and right-handed sectors of all the equations decouple, meaning it suffices to simply set the
right-handed sector to zero. Then, A,B, · · · only run 1, 2. Thus, my TAB can be normalised
to εAB and one can use it to manipulate two-component spinors with QAB now viewed as P ȦA,
a 4-momentum converted to two-component spinors. Then, my definition can be recast as

−256π2m(S)2 = tr
(
QT−1QT−1

)
= QABTBCQ

CDTDA ≡ P ȦAεABP
BḂεḂȦ, (233)

which is the Dougan-Mason mass (up to normalisation). However, since Dougan and Mason

have a full energy-momentum vector, P ȦA, they are able to further decompose m(S) into a
quasilocal energy and quasilocal linear momentum. This decomposition is lost in my definition
- as it is in Penrose’s definition when S is away from I. While the technical reason is simply
that A,B, · · · run over four indices, instead of two, it remains to be seen whether there is a
deeper physical reason for this discrepancy.

9In fact, as foreshadowed in [39], it is desirable to not use twistors if possible and this was one of the
motivations behind constructing the Dougan-Mason mass.
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5 Highly symmetric examples

For an arbitrary surface, S, the quasilocal mass of definition 4.11 will likely be very difficult, if
not impossible, to calculate analytically. However, if the surface has a high degree of symmetry,
then more progress can be made. In section 5.1 I’ll study spherically symmetric spacetimes and
show my definition reduces to the Misner-Sharp mass10 [40] of such spacetimes11. Likewise, in
section 5.2, I’ll study toroidal symmetry, where it will turn out that a number of assumptions
required for definition 4.11 don’t hold. The canonical examples of spacetimes with such high
symmetry are the Schwarzschild spacetime and its variations, described by the metric,

g = −
(
c− 2M

r
+ 4k2

)
dt⊗ dt+

dr ⊗ dr

c− 2M/r + 4k2
+ r2g(c), (234)

where c = 1, 0 or −1 and g(c) is the standard metric on the round 2-sphere, the 2-torus or a
compactified 2D hyperbolic space respectively.

5.1 Spherical symmetry

Definition 5.1 (Spherical symmetry in double null coordinates). For any spherically symmet-
ric spacetime, let r be the area-radius function and let u & v be null coordinates normal to the
symmetry spheres, S2

r . Then, in such “double null” coordinates, spherical symmetry dictates
the metric is

g = −Ω(u, v)2(du⊗ dv + dv ⊗ du) + r(u, v)2gS2 . (235)

for some function, Ω(u, v). Without loss of generality assume u is outgoing and v is ingoing,
i.e. ∂ur > 0 and ∂vr < 0.

Definition 5.2 (NP tetrad in spherical symmetry). For any S2
r in a spherically symmetric

spacetime, choose the NP tetrad,

l =
1

Ω

∂

∂u
, n =

1

Ω

∂

∂v
and m =

1

r
√
2

(
∂

∂θ
+

i

sin(θ)

∂

∂ϕ

)
. (236)

Lemma 5.3. For the tetrad chosen in definition 5.2,

σ = λ = 0, ρ = −∂ur
Ωr

, µ =
∂vr

Ωr
and β = −α =

1

2
√
2r

cot(θ). (237)

Proof. The proof is to simply calculate each NP coefficient directly.

σ = −maδla (238)

= −mµmν∂νlµ +mµmνΓρ
µνlρ (239)

= 0 +
1

2
mµmνlρ(∂µgνρ + ∂νgρµ − ∂ρgµν) as lµ doesn′t depend on θ or ϕ (240)

= −1

2
lρmµmν∂ρgµν as g has no cross terms between du&dv and dθ&dϕ (241)

= − 1

2Ω

(
1

2r2
∂u(r

2) +
i2

2r2 sin2(θ)
∂u(r

2 sin2(θ))

)
(242)

= 0. (243)

10The Misner-Sharp mass is usually taken as the standard mass for spherically symmetric spacetimes [14].
11While this could appear to be merely a sanity check, in fact it is non-trivial. For example, the Brown-York

mass [27] does not agree with the Misner-Sharp mass and in fact produces m(S2
r ) = r(1−

√
1− 2M/r) in the

Schwarzschild spacetime (with Λ = 0) despite being physically very well-motivated.
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Similarly, λ = maδna = 0 too. Also analogously,

ρ = −maδ̄la (244)

= −1

2
lρmµmν∂ρgµν (245)

= − 1

2Ω

(
1

2r2
∂u(r

2) +
i(−i)

2r2 sin2(θ)
∂u(r

2 sin2(θ))

)
(246)

= −∂ur
Ωr

and (247)

µ = maδna =
1

2
nρmµmν∂ρgµν =

1

2Ω

(
∂v(r

2)

2r2
+

(−i)i∂v(r
2 sin2(θ))

2r2 sin2(θ)

)
=
∂vr

Ωr
. (248)

It remains to find α and β.

β =
1

2
(maδma − naδla) (249)

=
1

2

(
mµmν∂νmµ −mµmνΓρ

µνmρ − nµmν∂νlµ + nµmνΓρ
µνlρ
)

(250)

=
1

2

(
mµmν∂νmµ −mµmνΓρ

µνmρ − 0 + nµmνΓρ
µνlρ
)

as mν∂νlµ = 0. (251)

Consider each of these terms separately.

nµmνΓρ
µνlρ =

1

2
lρnµmν(∂µgνρ + ∂νgρµ − ∂ρgµν) (252)

=
1

2
lρnµmν∂νgρµ as g has no cross terms between du&dv and dθ&dϕ (253)

= 0 as guv doesn′t depend on θ or ϕ. (254)

mµmν∂νmµ =
1

r
√
2
mµ∂θmµ =

1

r
√
2

−i

r sin(θ)
√
2
∂θ

(
i

r sin(θ)
√
2
r2 sin2(θ)

)
=

cot(θ)

2
√
2r
. (255)

mµmνΓρ
µνmρ =

1

2
mρmµmν(∂µgνρ + ∂νgρµ − ∂ρgµν) (256)

=
1

2
mρmµmν∂µgνρ (257)

=
1

2
mρ 1

r
√
2
mν∂θgνρ (258)

=
1

2

i

r sin(θ)
√
2

1

r
√
2

i

r sin(θ)
√
2
∂θ(r

2 sin2(θ)) (259)

= −cot(θ)

2r
√
2
. (260)

Putting the different terms together, I get β = 1
2r

√
2
cot(θ). Finally,

α =
1

2
(maδ̄ma − naδ̄la) =

1

2
(maδma − naδla) =

1

2
(−maδma − naδla) = −cot(θ)

2r
√
2

(261)

using the calculations above for maδma and naδla. □

Corollary 5.3.1. For Schwarzschild-AdS, the conditions imposed on θl and θn in definition
4.11 are equivalent to r > 2M .
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This result is somewhat mysterious because r = 2M is no longer a special radius once a
cosmological constant is added to the Schwarzschild metric.

Proof. By lemma 2.3, the conditions to check are µ, ρ < 0 and µρ = −1
4
θlθn > 2k2. These

conditions are all invariant of the actual NP tetrad chosen. For the purpose of this corollary,
it will be easier to swap the l and n used above for

l =
1√
2

(
1

f

∂

∂t
+ f

∂

∂r

)
and n =

1√
2

(
1

f

∂

∂t
− f

∂

∂r

)
, (262)

where f =
√
1− 2M/r + 4k2r2. Then, proceeding as in the main lemma yields

ρ = µ = − f

r
√
2
. (263)

∴ µρ =
f 2

2r2
=

1− 2M/r + 4k2r2

2r2
. (264)

∴ The required condition on µρ is equivalent to r > 2M .
µ, ρ < 0 is automatically satisfied when r > 2M . □

Lemma 5.4. The general solution to ma∇aΦ on S2
r has

a(ξ) = c̄1
(
1/2Y1/2,−1/2

)
+ c̄2

(
1/2Y1/2,1/2

)
, (265)

b(φ) = c3
(
−1/2Y1/2,−1/2

)
+ c4

(
−1/2Y1/2,1/2

)
, (266)

a(φ) = −
(√

2

Ω
∂v(r)c3 + 2ikrc2

)(
1/2Y1/2,−1/2

)
−
(√

2

Ω
∂v(r)c4 − 2ikrc1

)(
1/2Y1/2,1/2

)
, (267)

b(ξ) =

(√
2

Ω
∂u(r)c̄1 + 2ikrc̄4

)(
−1/2Y1/2,−1/2

)
+

(√
2

Ω
∂u(r)c̄2 − 2ikrc̄3

)(
−1/2Y1/2,1/2

)
, (268)

where cA are arbitrary constants and (sYjm) are spin-weighted spherical harmonics12.

Proof. Since a(φ) & a(ξ) are type-(0,−1) and b(φ) & b(ξ) are type-(0, 1) in the GHP formalism,
lemma 5.3 implies the ma∇aΦ = 0 equations from lemma 4.3 reduce to

0 =
1

r
√
2

(
∂

∂θ
− i

sin(θ)

∂

∂ϕ
+

1

2
cot(θ)

)
a(φ) +

∂vr

Ωr
b(φ)− ik

√
2ā(ξ), (269)

0 =
1

r
√
2

(
∂

∂θ
+

i

sin(θ)

∂

∂ϕ
+

1

2
cot(θ)

)
b(ξ) +

∂ur

Ωr
a(ξ) + ik

√
2b̄(φ), (270)

0 =
1

r
√
2

(
∂

∂θ
− i

sin(θ)

∂

∂ϕ
− 1

2
cot(θ)

)
b(φ) and (271)

0 =
1

r
√
2

(
∂

∂θ
+

i

sin(θ)

∂

∂ϕ
− 1

2
cot(θ)

)
a(ξ). (272)

Let ðs and ð̄s be differential operators that act on functions, F , by

ðsF = −(sin(θ))s
(
∂

∂θ
+

i

sin(θ)

∂

∂ϕ

)(
(sin(θ)−sF

)
(273)

= s cot(θ)F −
(
∂

∂θ
+

i

sin(θ)

∂

∂ϕ

)
F and (274)

ð̄sF = −(sin(θ))−s

(
∂

∂θ
− i

sin(θ)

∂

∂ϕ

)
((sin(θ)sF ) (275)

= −s cot(θ)F −
(
∂

∂θ
− i

sin(θ)

∂

∂ϕ

)
F. (276)

12The exact expressions for the four spin-weighted spherical harmonics I’ll need are listed in appendix A.
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∴ The ma∇aΦ = 0 equations above can be written as

0 = ð̄1/2a(φ)−
√
2

Ω
∂v(r)b(φ) + 2irkā(ξ), (277)

0 = ð−1/2b(ξ)−
√
2

Ω
∂u(r)a(ξ)− 2irkb̄(φ), (278)

0 = ð̄−1/2b(φ) and (279)

0 = ð1/2a(ξ). (280)

The spin-weighted spherical harmonics, (sYjm), are known [31] to be eigenfunctions of ðs and
ð̄s; in particular

ðs (sYjm) =
√

(j − s)(j + s+ 1) (s+1Yjm) , (281)

ð̄s (sYjm) = −
√

(j + s)(j − s+ 1) (s−1Yjm) and (282)

(sYjm) = (−1)s+m
(
−sYj(−m)

)
. (283)

Furthermore, they form a complete basis for expanding functions on the round sphere.
∴ It immediately follows that the solutions to equations 279 and 280 are

b(φ) = c3
(
−1/2Y1/2,−1/2

)
+ c4

(
−1/2Y1/2,1/2

)
and (284)

a(ξ) = c̄1
(
1/2Y1/2,−1/2

)
+ c̄2

(
1/2Y1/2,1/2

)
(285)

for some constants, c1, c2, c3 and c4.
Substituting these into equations 277 and 278 then says

ð̄1/2a(φ) =

(√
2

Ω
∂v(r)c3 + 2ikrc2

)(
−1/2Y1/2,−1/2

)
+

(√
2

Ω
∂v(r)c4 − 2ikrc1

)(
−1/2Y1/2,1/2

)
and (286)

ð−1/2b(ξ) =

(√
2

Ω
∂u(r)c̄1 + 2ikrc̄4

)(
1/2Y1/2,−1/2

)
+

(√
2

Ω
∂u(r)c̄2 − 2ikrc̄3

)(
1/2Y1/2,1/2

)
. (287)

The claimed expressions for a(φ) and b(ξ) then follow by once again applying the completeness
and eigenfunction properties (under ðs and ð̄s) of spin-weighted spherical harmonics. □

Definition 5.5 (Misner-Sharp mass). Including a cosmological constant, the Misner-Sharp
mass for spherically symmetric spacetimes is defined to be [40]

mMS(S
2
r ) =

r

2

(
1 + 4k2r2 − (ηab − βab)Da(r)Db(r)

)
. (288)

Theorem 5.6. m(S2
r ) agrees with the Misner-Sharp mass (with cosmological constant) for

spherically symmetric spacetimes.

Proof. Taking the four cA to be the coefficients multiplying the four linearly independent
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solutions, from computer algebra it follows that

QAB ≡ 4r(2∂u(r)∂v(r) + Ω2(1 + 4k2r2))

Ω3


∂ur 0 0 −ikΩr

√
2

0 ∂ur ikΩr
√
2 0

0 −ikΩr
√
2 −∂vr 0

ikΩr
√
2 0 0 −∂vr

 , (289)

TAB ≡ 1

πΩ


0 −∂ur −ikΩr

√
2 0

∂ur 0 0 −ikΩr
√
2

ikΩr
√
2 0 0 −∂vr

0 ikΩr
√
2 ∂vr 0

 and hence (290)

T−1 =
πΩ

∂u(r)∂v(r) + 2k2Ω2r2


0 ∂vr −ikΩr

√
2 0

−∂vr 0 0 −ikΩr
√
2

ikΩr
√
2 0 0 ∂ur

0 ikΩr
√
2 −∂ur 0

 . (291)

Then, again kneeling at the altar of the computer for matrix algebra yields

m(S2
r ) =

1

16π

√
− tr

(
QT−1QT−1

)
=
r

2

(
2

Ω2
∂u(r)∂v(r) + 1 + 4k2r2

)
, (292)

which is the Misner-Sharp mass in double null coordinates (note the Misner-Sharp mass is
manifestly coordinate independent). □

Corollary 5.6.1. For the Schwarzschild-AdS spacetime, m(S2
r ) coincides with the mass pa-

rameter, M , in the metric.

Proof. The Misner-Sharp mass for Schwarzschild-AdS is most easily calculated in the standard
(t, r, θ, ϕ) coordinates instead of double null coordinates. Hence,

m(S2
r ) =

r

2

(
1 + 4k2 +

1

1 + 4k2 − 2M/r
∂t(r)

2 − (1 + 4k2 − 2M/r)∂r(r)
2

)
=M, (293)

as expected. □

5.2 Toroidal symmetry

In this section I’ll consider some toroidal examples. I’ll start with the toroidal Kottler space-
time, i.e. the c = 0 case in equation 234 and then consider the AdS soliton [41]. It will turn
out that my quasilocal mass construction is not possible in either example.

Definition 5.7 (Toroidal Kottler). The domain of outer communication of the toroidal Kottler
spacetime is R× [r0,∞)× T2 with the metric,

g = −f(r)2dt⊗ dt+
dr ⊗ dr

f(r)2
+ r2(dθ ⊗ dθ + dϕ⊗ dϕ), (294)

where f(r) =

√
−2M

r
+ 4k2r2 (295)

and (θ, ϕ) are coordinates on each T2 = S1 × S1.

In this subsection, I’ll always choose S to be the “radius”-r surface, T2
r.
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Definition 5.8 (NP tetrad for toroidal Kottler). For any T2
r in toroidal Kottler, choose the

NP tetrad,

l =
1√
2

(
1

f

∂

∂t
+ f

∂

∂r

)
, n =

1√
2

(
1

f

∂

∂t
− f

∂

∂r

)
and m =

1

r
√
2

(
∂

∂θ
+ i

∂

∂ϕ

)
. (296)

Lemma 5.9. For the tetrad chosen in definition 5.8,

σ = λ = α = β = 0 and ρ = µ = − f

r
√
2
. (297)

Proof. Follow exactly analogous steps to lemma 5.3. □

Corollary 5.9.1. The θlθn < −8k2 assumption never holds.

Proof. From lemma 2.3, the θl,n conditions reduce to f > 2rk (as they did for Schwarzschild-

AdS). However, unlike Schwarzschild-AdS, because f =
√
−2M/r + 4k2r2 <

√
4k2r2 = 2kr

this condition never holds. □

Corollary 5.9.2. The ma∇aΦ = 0 equations from lemma 4.3 reduce to

0 =
1

r
√
2

(
∂

∂θ
− i

∂

∂ϕ

)
a(φ)− f

r
√
2
b(φ)− ik

√
2ā(ξ), (298)

0 =
1

r
√
2

(
∂

∂θ
+ i

∂

∂ϕ

)
b(ξ) +

f

r
√
2
a(ξ) + ik

√
2b̄(φ), (299)

0 =
1

r
√
2

(
∂

∂θ
− i

∂

∂ϕ

)
b(φ) and (300)

0 =
1

r
√
2

(
∂

∂θ
+ i

∂

∂ϕ

)
a(ξ). (301)

Proof. Direct substitution, with a(φ) & a(ξ) being type-(0,−1) and b(φ) & b(ξ) being type-
(0, 1) in the GHP formalism. □

Theorem 5.10. The general solution to ma∇aΦ = 0 on T2
r has

a(φ) = c1, a(ξ) = 0, b(φ) = 0 and b(ξ) = c̄2, (302)

where c1 and c2 are arbitrary constants.

Note that the ΦA form of generic immediately fails because there are only two linearly inde-
pendent solutions, not four.

Proof. Let z = θ − iϕ define the complex variable on the torus.
∴ θ = 1

2
(z + z̄) and ϕ = 1

2i
(z̄ − z).

∴
∂

∂z
=
∂θ

∂z

∂

∂θ
+
∂ϕ

∂z

∂

∂ϕ
=

1

2

(
∂

∂θ
+ i

∂

∂ϕ

)
and (303)

∂

∂z̄
=
∂θ

∂z̄

∂

∂θ
+
∂ϕ

∂z̄

∂

∂ϕ
=

1

2

(
∂

∂θ
− i

∂

∂ϕ

)
. (304)

∴ The equations in corollary 5.9.2 can be re-written as

0 = 2∂z̄a(φ)− fb(φ)− 2ikrā(ξ), (305)

0 = 2∂zb(ξ) + fa(ξ) + 2ikrb̄(φ), (306)

0 = ∂z̄b(φ) and (307)

0 = ∂za(ξ). (308)
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∴ By Liouville’s theorem, b(φ) and a(ξ) must be constants, say c3 and c̄4.
∴ The remaining two equations become

∂z̄a(φ) =
1

2
(fc3 + 2ic4kr) and ∂zb(ξ) = −1

2
(f c̄4 + 2ic̄3kr). (309)

Since r is also just a constant on T2
r, the equations can be immediately integrated to

a(φ) =
1

2
(fc3 + 2ic4kr)z̄ + c1(z) and b(ξ) = −1

2
(f c̄4 + 2ic̄3kr)z + c̄2(z̄) (310)

for some holomorphic functions, c1 and c2.
However, by Liouville’s theorem, c1 and c2 must be constants.
Furthermore, T2

r has 2π periodicity in the θ and ϕ coordinates which neither (fc3 + 2ic4kr)z̄
nor (f c̄4 + 2ic̄3kr)z do.
∴ fc3 + 2ic4kr = 0 and f c̄4 + 2ic̄3kr = 0.

∴ c3 = −2ikr
f
c4 and

(
f − 4k2r2

f

)
c̄4 = 0.

Since f 2 < 4k2r2, the only solution is c3 = c4 = 0. □

Corollary 5.10.1. Taking the two linearly independent solutions to be
(a(φ), b(φ), ā(ξ), b̄(ξ)) = (1, 0, 0, 0) and (a(φ), b(φ), ā(ξ), b̄(ξ)) = (0, 0, 0, 1), it follows that

QAB = 8
√
2π2r

[
−f −2ikr
2ikr −f

]
and TAB = 0. (311)

Proof. By definition,

QAB

= 4

∫
S

(
ρā(φA)a(φB) + µb(ξA)b̄(ξB)− ρa(ξA)ā(ξB)− µb̄(φA)b(φB)

+ ik
√
2
(
b(ξA)a(φB)− ā(φA)b̄(ξB)− a(ξA)b(φB) + b̄(φA)ā(ξB)

))
dA (312)

= 4(2πr)2
(
− f

r
√
2

(
ā(φA)a(φB) + b(ξA)b̄(ξB)

)
+ ik

√
2
(
b(ξA)a(φB)− ā(φA)b̄(ξB)

))
(313)

= 8
√
2π2r

(
−f
(
ā(φA)a(φB) + b(ξA)b̄(ξB)

)
+ 2ikr

(
b(ξA)a(φB)− ā(φA)b̄(ξB)

))
(314)

≡ 8
√
2π2r

[
−f −2ikr
2ikr −f

]
. (315)

Meanwhile, TAB =
√
2
(
a(φA)b(φB)− a(φB)b(φA) + ā(ξB)b̄(ξA)− ā(ξA)b̄(ξB)

)
.

∴ TAB = 0 because both solutions have b(φ) = a(ξ) = 0. □

Since TAB = 0, the TAB form of generic fails too and m(T2
r) cannot be defined using the

prescription I’ve developed in this work. The wider implications of this example are as yet
unclear; it is possible my definition simply doesn’t work for most non-spherical surfaces.

The next example dampens optimism further.

Definition 5.11 (AdS soliton). The AdS soliton is defined to be the spacetime, R×[r0,∞)×T2,
with the metric,

g = −r2dτ ⊗ dτ +
dr ⊗ dr

f(r)2
+ f(r)2dω ⊗ dω + r2dϕ⊗ dϕ, (316)

where f(r) =

√
−2M

r
+ 4k2r2, (317)

r0 is the solution to f(r0) = 0 and (ω, ϕ) are coordinates on the T2. ϕ is taken to be 2π periodic
while ω ∼ ω + π/3k2r0.
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This spacetime is constructed as per the procedure in [41]. In particular, start with the toroidal
Kottler metric and define new coordinates, τ = iθ and ω = it. Analytically continue the
coordinates so that τ & ω are real, unwrap the the τ coordinate so τ ∈ R and compactify the
ω coordinate so that (ω, ϕ) are coordinates on a torus. The periodicity of ω is chosen so as
to avoid a conical singularity at r = r0, although I won’t need the actual periodicity for what
follows. Since the metric is found just by analytic continuation, the vacuum Einstein equation
continues to be satisfied. Note that there is no longer any black hole; this really is a soliton.

Definition 5.12 (NP tetrad for the AdS soliton). For any T2
r in the AdS soliton, choose the

NP tetrad,

l =
1√
2

(
1

r

∂

∂τ
+ f

∂

∂r

)
, n =

1√
2

(
1

r

∂

∂τ
− f

∂

∂r

)
and m =

1√
2

(
1

f

∂

∂ω
+

i

r

∂

∂ϕ

)
. (318)

Lemma 5.13. For the tetrad chosen in definition 5.12,

α = β = 0, σ = λ = − 3M

2
√
2r2f

and ρ = µ = −8k2r3 −M

2
√
2r2f

= −f
2 + 12k2r2

4
√
2rf

. (319)

Proof. Follow exactly analogous steps to lemma 5.3. □

Corollary 5.13.1. The θl and θn assumptions always hold.

Proof. Since µ = ρ < 0, by lemma 2.3, all I need to show is µ2 > 2k2. Observe that

0 < 64k2rM +
4M2

r2
. (320)

∴ 160k4r4 − 80k2rM < −16k2rM +
4M2

r2
+ 160k4r4 (321)

∴ 40k2r2
(
−2M

r
+ 4k2r2

)
<

(
−2M

r
+ 4k2r2

)2

+ 144k4r4 (322)

∴ 40k2r2f 2 < f 4 + 144k4r4 (323)

∴ 64k2r2f 2 < f 4 + 144k4r4 + 24k2r2f 2 = (f 2 + 12k2r2)2 (324)

∴ 2k2 <
(f 2 + 12k2r2)2

32r2f 2
= µ2 (325)

as required. □

Theorem 5.14. The only solution to ma∇aΦ = 0 on T2
r is Φ = 0.

Proof. Package the GHP components of Φ into a vector, [a(φ), b(φ), ā(ξ), b̄(ξ)]T . Then, with
the NP coefficients calculated, the equations of lemma 4.3 become mµ∂µv = Av, where

A =


0 −µ ik

√
2 0

σ̄ 0 0 0
0 0 0 −λ
0 ik

√
2 ρ 0

 =
1

2
√
2r2f


0 8k2r3 −M 4ikr2f 0

−3M 0 0 0
0 0 0 3M
0 4ikr2f −(8k2r3 −M) 0

 (326)

is effectively a constant matrix on T2
r.

{m,m} induces a complex structure on T2
r. Choose a corresponding complex coordinate,

z = 1√
2
(fω − irϕ), so that mµ∂µ = ∂z and mµ∂µ = ∂z̄.

∴ The equation to solve is ∂z̄v = Av. Integrating immediately yields

v = ez̄Ac(z) (327)
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for some holomorphic vector, c(z).
However, by Liouville’s theorem, c(z) must be a constant vector, c. But, then v would be a
globally defined, non-constant, antiholomorphic vector on the compact space, T2

r, contradicting
Liouville’s theorem.
The only way around this is to have c ∈ nullspace(A), so that the z̄ dependence falls out13 in
v = ez̄Ac. However, from computer algebra,

det(A) = (µ2 − 2k2)λ2 > 0. (328)

∴ The only solution is v = 0 and ma∇aΦ = 0 has no non-trivial solutions. □

6 Asymptotic limit

The next criterion I’ll check for a good quasilocal mass definition is the asymptotic limit at I.
In this section, it will be convenient to set the “AdS length scale,” to one14. Equivalently, one
would choose units such that Λ = −3 and k = 1/2. The length scales can always be restored
on dimensional grounds.

Definition 6.1 (Asymptotically AdS). A spacetime, (M, g), is said to be asymptotically AdS
if and only if only if ∃ coordinates, (r, xm) = (r, t, θα), in an open neighbourhood of the “bound-
ary” at infinity15 such that {r = ∞} is the “boundary” itself, constant r and t surfaces are
diffeomorphic to S2 and g admits a Fefferman-Graham expansion [42],

g = e2r
(
−
(
1 +

1

4
e−2r

)2

dt⊗ dt+

(
1− 1

4
e−2r

)2

gS2

+ e−3rf(3)mn dx
m ⊗ dxn +O(e−4r)

)
+ dr ⊗ dr. (329)

Lemma 6.2. The metric on AdS can also be written as16

gAdS = −
(
1 + ρ2

1− ρ2

)2

dt⊗ dt+
4

(1− ρ2)2
δIJdx

I ⊗ dxJ (330)

= −
(
1 + ρ2

1− ρ2

)2

dt⊗ dt+
4

(1− ρ2)2
dρ⊗ dρ+

4ρ2

(1− ρ2)2
gS2 . (331)

Then, with the tetrad,

e0 =
1− ρ2

1 + ρ2
∂t and eI =

1− ρ2

2
∂I , (332)

the Killing spinors of AdS can be written as

εk =
1√

1− ρ2

(
I − ixIγ

I
)
eiγ

0t/2ε0, (333)

with ε0 an arbitrary spinor that’s constant with respect to the chosen tetrad.
13In fact, the toroidal Schwarzschild-AdS example earlier can be analysed in exactly this way. Since σ = λ = 0

in that example, the analogue of A has two rows of zeroes, which then yield a 2D nullspace and the two constant
solutions in equation 302.

14The real reason of course being that this is what is usually done in the asymptotically locally AdS literature
and I can’t be bothered tracking where all the factors of k should go.

15First of all, such a notion of “boundary” at infinity should exist on (M, g).
16Note that in this context ρ equals

√
xIxI and not the ρ in the NP formalism, which will not appear

explicitly.
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Proof. See [13]. □

Definition 6.3 (“Conserved” quantities). In an asymptotically AdS spacetime, define the en-
ergy, linear momentum, angular momentum and centre of mass position as

E =
3

16π

∫
S2
∞

sαβf(3)αβd(gS2), (334)

PI =
3

16π

∫
S2
∞

sαβf(3)αβx̂Id(gS2), (335)

JIJ =
3

16π

∫
S2
∞

f(3)0α

(
x̂I
∂θα

∂xJ

∣∣∣∣
ρ=1

− x̂J
∂θα

∂xI

∣∣∣∣
ρ=1

)
d(gS2) and (336)

KI =
3

16π

∫
S2
∞

f(3)0α
∂θα

∂xJ

∣∣∣∣
ρ=1

(
δJI − x̂J x̂I

)
d(gS2) (337)

respectively. In these expressions, θα denote local coordinates on S2, sαβ is the inverse of the
round metric on S2, S2

∞ is the sphere at infinity, x̂I denote unit vector Cartesian coordinates
and ρ =

√
xIxI , i.e. x

I = ρx̂I .

These definitions are explained in greater detail in [13].

Theorem 6.4. When S = S2
∞, i.e. the sphere at infinity in an asymptotically AdS spacetime,

Q(Φ) = Q(εk), where εk is a Killing spinor of AdS.

Proof. AdS itself has four linearly independent solutions to ∇aΦ = 0, namely the the 4D space
of Killing spinors, εk.
∴ In AdS, the 4D space of solutions to ma∇aΦ = 0 can be spanned by the Killing vectors
themselves.
By definition 6.1, the difference between g and gAdS is O(e−3r).
∴ In the asymptotic region of (M, g), Φ = εk + Z for some Z that’s O(e−3r) below leading
order. Equating 4

(1−ρ2)2
dρ⊗dρ with dr⊗dr in lemma 6.2 shows εk is O(er/2) and thus Z must

be O(e−5r/2).
In the context of Fefferman-Graham expansions, I’ll work in a vielbein where Pa = −δa0 and
Qa = δa1 ≡ dr.

∴ Q(Φ) =

∫
S2
∞

PaQbE
ba(Φ)dA (338)

=

∫
S2
∞

E01(Φ)dA (339)

=

∫
S2
∞

(
Φ†γ1γA∇AΦ +∇A(Φ)

†γAγ1Φ
)
dA (340)

= Q(εk) +

∫
S2
∞

(
Z†γ1γA∇Aεk + ε†kγ

1γA∇AZ + Z†γ1γA∇AZ +∇A(εk)
†γAγ1Z

+∇A(Z)†γAγ1εk +∇A(Z)†γAγ1Z
)
dA. (341)

From equation 329, dA is O(e2r).
∴ Z†γ1γA∇AZdA and ∇A(Z)†γAγ1ZdA are both O(e−3r) and go to zero as r → ∞.
From [13], ∇Aεk is also O(e−5r/2) in the asymptotic region.
∴ Z†γ1γA∇AεkdA and ∇A(εk)

†γAγ1ZdA similarly contribute nothing.

∴ Q(Φ) = Q(εk) +

∫
S2
∞

(
ε†kγ

1γA∇AZ +∇A(Z)†γAγ1εk
)
dA. (342)
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The 2nd term is the complex conjugate of the first so it suffices to prove the 1st term integrates
to zero. Begin by re-writing the integrand as follows.

ε†kγ
1γA∇AZ = ε†kγ

1γADAZ +
i

2
ε†kγ

1γAγAZ (343)

= DA(ε
†
kγ

1γAZ)−DA(εk)
†γ1γAZ − iε†kγ

1Z (344)

= DA(ε
†
kγ

1γAZ)−∇A(εk)
†γ1γAZ −

(
− i

2
γAεk

)†

γ1γAZ − iε†kγ
1Z (345)

= DA(ε
†
kγ

1γAZ)−∇A(εk)
†γ1γAZ +

i

2
ε†kγAγ

1γAZ − iε†kγ
1Z (346)

= DA(ε
†
kγ

1γAZ)−∇A(εk)
†γ1γAZ. (347)

I’ve already found above that ∇A(εk)
†γ1γAZ contributes nothing to the integral.

∴
∫
S2
∞

ε†kγ
1γA∇A(Z)dA =

∫
S2
∞

DA(ε
†
kγ

1γAZ)dA. (348)

Let D
(S)
A be the intrinsic Levi-Civita connection of S, let KIJ be the extrinsic curvature of Σ

in M and let cAB be the extrinsic curvature of S in Σ. Then,

DA(ε
†
kγ

1γAZ) = DA(εk)
†γ1γAZ + ε†kγ

1γADA(Z) (349)

=

(
D

(S)
A εk −

1

2
KAIγ

Iγ0εk −
1

2
cABγ

Bγ1εk

)†

γ1γAZ

+ ε†kγ
1γA

(
D

(S)
A Z − 1

2
KAIγ

Iγ0Z − 1

2
cABγ

Bγ1Z
)

(350)

= D
(S)
A (ε†kγ

1γAZ) +
1

2
KAI(ε

†
kγ

0γIγ1γAZ − ε†kγ
1γAγIγ0Z)

− 1

2
cAB(ε

†
kγ

1γBγ1γAZ + ε†kγ
1γAγBγ1Z). (351)

The measure, dA, is O(e2r) while the εk-Z products are already O(e−2r).
∴ To get a non-zero integral as r → ∞ I only need to take the extrinsic curvatures to leading
order, which is nothing but their values in AdS.
AdS is time symmetric, so KIJ = 0 to leading order.
Meanwhile, cAB(γ

1γBγ1γA + γ1γAγBγ1) = cAB(−(γ1)2γBγA + (γ1)2γAγB) = 0 as extrinsic
curvatures are symmetric. That leaves∫

S2
∞

ε†kγ
1γA∇A(Z)dA =

∫
S2
∞

D
(S)
A (ε†kγ

1γAZ)dA = 0 (352)

by Stokes’ theorem.
Equation 342 then implies Q(Φ) = Q(εk). □

Corollary 6.4.1. When S = S2
∞, m(S) =

√
E2 − ||P ||2 + ||J ||2 − ||K||2.

Proof. From [13],

Q(εk) = 8πε†0e
−iγ0t/2

(
EI − iPIγ

I +KIγ
0γI +

i

2
JIJγ

0γIJ
)
eiγ

0t/2ε0, (353)

∴ The four components of the constant spinor, ε0, parameterise the four linearly independent
solutions, ΦA.

∴ QAB ≡ 8πe−iγ0t/2

(
EI − iPIγ

I +KIγ
0γI +

i

2
JIJγ

0γIJ
)
eiγ

0t/2 (354)
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To calculate m(S2
∞), I also need to find TAB in this context. Given I’m using Dirac spinors

here, TAB is most easily calculated using the alternative expression, TAB = (ΦA)TC−1ΦB, of
equation 214. In the conventions chosen, (γa)

T = −C−1γaC.

∴ TAB = (εAk )
TC−1εBk (355)

=
1

1− ρ2
(εA0 )

T
(
eiγ

0t/2
)T (

I − ixI(γ
I)T
)
C−1

(
I − ixJγ

J
)
eiγ

0t/2εB0 (356)

=
1

1− ρ2
(εA0 )

TC−1e−iγ0t/2C
(
I + ixIC

−1γIC
)
C−1

(
I − ixJγ

J
)
eiγ

0t/2εB0 (357)

=
1

1− ρ2
(εA0 )

TC−1e−iγ0t/2
(
I + ixIγ

I
) (
I − ixJγ

J
)
eiγ

0t/2εB0 (358)

=
1

1− ρ2
(εA0 )

TC−1e−iγ0t/2
(
I + xIxJγ

IγJ
)
eiγ

0t/2εB0 (359)

=
1

1− ρ2
(εA0 )

TC−1e−iγ0t/2(1− ρ2)Ieiγ
0t/2εB0 (360)

= (C−1)AB. (361)

Finally, outsourcing matrix algebra to the computer,

m(S2
∞) =

1

16π

√
− tr

(
QT−1QT−1

)
=
√
E2 − PIP I + JIJ I −KIKI , (362)

where JI =
1
2
εIJKJ

JK . □

The question naturally arises whether
√
E2 − ||P ||2 + ||J ||2 − ||K||2 is an appropriate notion

of mass in asymptotically AdS spacetimes. For example, from special relativity, one thinks of
mass as just

√
E2 − ||P ||2, without any contributions from angular momenta, JIJ , or boost

charges, KI . However, it can be argued this is an artefact of Minkowski space’s symmetry
group, namely the Poincaré group. As in QFT, one could define m2 to be proportional to a
quadratic Casimir operator for (the Lie algebra of) the symmetry group [30]. Therefore, in the
AdS context, I have to first find a quadratic Casimir for o(3, 2).

Definition 6.5 (JMN). Choose generators, {JMN = −JNM}5M,N=1, for o(3, 2) such that the
defining Lie bracket is17

[JMN , JPQ] = i
(
ηMPJNQ − ηMQJNP − ηNPJMQ + ηNQJMP

)
, (363)

where ηMN ≡ diag(−1, 1, 1, 1,−1) and all M,N, · · · indices are raised/lowered by η−1/η.

Lemma 6.6. C = 1
2
JMNJMN is a quadratic Casimir18 for o(3, 2).

Proof. By definition, a Casimir operator is one that commutes with all elements of the Lie

17The fact such a basis exists can be seen immediately by following the analogous steps in [43] for o(3, 1).
18Assume I have a faithful matrix representation of the Lie algebra so that multiplying two Lie algebra

elements is well-defined.
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algebra.

[C, JMN ] =
1

2
[JPQJPQ, J

MN ] (364)

=
1

2
[JPQ, JMN ]JPQ +

1

2
JPQ[J

PQ, JMN ] (365)

= − i

2

(
ηMPJNQ − ηMQJNP − ηNPJMQ + ηNQJMP

)
JPQ

− i

2
JPQ

(
ηMPJNQ − ηMQJNP − ηNPJMQ + ηNQJMP

)
(366)

=
i

2
(−JNQJM

Q + JNPJ M
P + JMQJN

Q − JMPJ N
P − JM

QJ
NQ + J M

P JNP

+ JN
QJ

MQ − J N
P JMP ) (367)

= 0. (368)

∴ C is indeed a Casimir operator. □

Interpret J5a as a 4-momentum generator, Pa, J0I as boost generators, KI , and J IJ as angular
momentum generators, JI = 1

2
εIJKJ

JK , in line with [10] and the logic used in [13] for definition
6.3. Then,

C = J5aJ5a +
1

2
J IJJIJ + J0IJ0I (369)

= P0P0 − PIPI + JIJI −KIKI (370)

suggesting that the limit in corollary 6.4.1 is physically reasonable.

7 Linearised gravity

In this section, I’ll consider perturbations of AdS sourced by a matter field. In particular, the
metric is assumed to be

gab = Bab + ηhab, (371)

where B = gAdS is the background metric, h is the perturbation and η is assumed to be an
infinitesimal parameter. Furthermore, the energy-momentum tensor, Tab, is assumed to be
O(η). The aim is to show that definition 4.11 captures the mass in Tab. Throughout this
section I’ll use the same coordinates and tetrad as in lemma 6.2. Furthermore, it will once
again be convenient to set the AdS length scale to one, i.e. choose units where Λ = −3 and
k = 1/2.

Lemma 7.1. The Killing vectors of AdS can be spanned by

t = ∂t, (372)

jIJ = xI∂J − xJ∂I , (373)

pI =
2xI

1 + ρ2
cos(t)∂t +

1

2

(
(1 + ρ2)δJI − 2xJxI

)
sin(t)∂J and (374)

kI = − 2xI
1 + ρ2

sin(t)∂t +
1

2

(
(1 + ρ2)δJI − 2xJxI

)
cos(t)∂J . (375)

Proof. The vectors listed are manifestly linearly independent and AdS is known to have a 10D
space of Killing vectors because it is maximallly symmetric.
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∴ It suffices to check that the 10 vectors listed are indeed Killing vectors.
∂tgµν = 0 =⇒ t is Killing.
To better distinguish between coordinate and vielbein indices in this calculation, I will relabel
the coordinates as xi. However, I will still have xi = xI and xi = xI , i.e. unlike tensors, the
components of the coordinates will not change when swapping vielbein and coordinate indices.

(Ljijg)µν = jρij∂ρgµν + gρν∂µj
ρ
ij + gµρ∂νj

ρ
ij (376)

= xi∂jgµν − xj∂igµν + gjν∂µxi − giν∂µxj + gµj∂νxi − gµi∂νxj. (377)

∴ (Ljijg)00 = xi∂j

(
−
(
1 + ρ2

1− ρ2

)2
)

− xj∂i

(
−
(
1 + ρ2

1− ρ2

)2
)

+ 0− 0 + 0− 0 (378)

= − d

dρ

((
1 + ρ2

1− ρ2

)2
)(

xi
xj
ρ

− xj
xi
ρ

)
(379)

= 0. (380)

(Ljijg)0k = 0− 0 + 0− 0 + 0− 0 = 0. (381)

(Ljijg)kl = xi∂j

(
4δkl

(1− ρ2)2

)
− xj∂i

(
4δkl

(1− ρ2)2

)
+

4δjl
(1− ρ2)2

∂kxi −
4δil

(1− ρ2)2
∂kxj

+
4δkj

(1− ρ2)2
∂lxi −

4δki
(1− ρ2)2

∂lxj (382)

=
16ρδkl

(1− ρ2)3

(
xi
xj
ρ

− xj
xi
ρ

)
+

4

(1− ρ2)2
(δjlδki − δilδkj + δkjδli − δkiδlj) (383)

= 0. (384)

∴ jij is indeed Killing.

(Lpig)µν =
1

2
sin(t)(1 + ρ2)∂igµν − sin(t)xix

j∂jgµν + 2g0ν∂µ

(
xi cos(t)

1 + ρ2

)
+

1

2
giν∂µ((1 + ρ2) sin(t))− gjν∂µ(x

jxi sin(t)) + 2gµ0∂ν

(
xi cos(t)

1 + ρ2

)
+

1

2
gµi∂ν((1 + ρ2) sin(t))− gµj∂ν(x

jxi sin(t)). (385)

∴ (Lpig)00 =
1

2
sin(t)(1 + ρ2)∂i

(
−
(
1 + ρ2

1− ρ2

)2
)

− sin(t)xix
j∂j

(
−
(
1 + ρ2

1− ρ2

)2
)

− 4

(
1 + ρ2

1− ρ2

)2

∂t

(
xi cos(t)

1 + ρ2

)
(386)

=
4 sin(t)(1 + ρ2)

(1− ρ2)3

(
−(1 + ρ2)ρ

xi
ρ
+ 2ρxix

j xj
ρ

+ xi(1− ρ2)

)
(387)

= 0. (388)

(Lpig)0j

=
2δij

(1− ρ2)2
∂t((1 + ρ2) sin(t))− 4δkj

(1− ρ2)2
∂t(x

kxi sin(t))− 2

(
1 + ρ2

1− ρ2

)2

∂j

(
xi cos(t)

1 + ρ2

)
(389)

=
2δij

(1− ρ2)2
(1 + ρ2) cos(t)− 4xixj

(1− ρ2)2
cos(t)− 2

cos(t)

(1− ρ2)2

(
(1 + ρ2)δij − 2ρxi

xj
ρ

)
(390)

= 0. (391)
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(Lpig)jk

=
1

2
sin(t)(1 + ρ2)∂i

(
4δjk

(1− ρ2)2

)
− sin(t)xix

l∂l

(
4δjk

(1− ρ2)2

)
+

2δik
(1− ρ2)2

∂j((1 + ρ2) sin(t))

− 4δlk
(1− ρ2)2

∂j(xix
l sin(t)) +

2δji
(1− ρ2)2

∂k((1 + ρ2) sin(t))− 4δjl
(1− ρ2)2

∂k(xix
l sin(t)) (392)

=
8ρ sin(t)(1 + ρ2)

(1− ρ2)3
δjk

xi
ρ
− 16ρδjkxix

l sin(t)

(1− ρ2)3
xl
ρ
+

4ρδik sin(t)

(1− ρ2)2
xj
ρ

− 4 sin(t)

(1− ρ2)2
(xkδij + xiδkj)

+
4ρ sin(t)δji
(1− ρ2)2

xk
ρ

− 4 sin(t)

(1− ρ2)2
(xjδki + xiδkj) (393)

=
4 sin(t)

(1− ρ2)3
(2xiδjk(1 + ρ2)− 4xiδjkρ

2 + xjδik(1− ρ2)− xkδij(1− ρ2)− xiδkj(1− ρ2)

+ xkδji(1− ρ2)− xjδki(1− ρ2)− xiδkj(1− ρ2)) (394)

= 0. (395)

∴ pi is Killing.
The differences between pi and ki is are only signs and swapping sin & cos. Hence, by following
the same calculation it also follows that ki is also Killing. □

In analogy with definition 6.3, I will define the following “matter charges.”

Definition 7.2 (Matter charges). Let matter charges on Σ be defined as

E =

∫
Σ

T0at
adV, PI =

∫
Σ

T0ap
a
IdV, JIJ =

∫
Σ

T0aj
a
IJdV and KI =

∫
Σ

T0ak
a
IdV. (396)

Theorem 7.3. For gravity linearised about AdS, if S is generic in the ΦA sense, then

m(S) =
√
E2 − ||P ||2 + ||J ||2 − ||K||2. (397)

This result is formally identical to section 6 and therefore the result can once again be thought
of as a Casimir mass, but this time for Tab.

Proof. In AdS, the solutions to ma∇aΦ = 0 can be spanned on any surface generic in the ΦA

sense by the Killing spinors, εk, restricted to S.
∴ Since gab = Bab + ηhab, I can let Φ = εk + ηZ for some Dirac spinor, Z.
Extend Z’s definition off S in an arbitrary, but sufficiently regular, way so that Φ = εk + ηZ
is defined on all of Σ.
∴ By definition 2.9,

Q(Φ) = 2

∫
Σ

(
∇I(Φ)

†∇IΦ− 4πT 0aΦγaΦ− (γI∇IΦ)
†γJ∇JΦ

)
dV. (398)

∇(B)
a εk = 0 =⇒ ∇aΦ = O(η).

∴ The first and third terms in equation 398 are both O(η2).
Meanwhile, since Tab is assumed to be O(η), the second term is −4πT 0aε̄kγaεk +O(η2).
∴ In the linearised limit,

Q(Φ) = 8π

∫
Σ

T0aε̄kγ
aεkdV. (399)
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From lemma 6.2,

ε̄kγ
0εk = ε†kεk (400)

=
1

1− ρ2
ε†0e

−iγ0t/2(I − ixIγ
I)(I − ixJγ

J)eiγ
0t/2ε0 (401)

=
1

1− ρ2
ε†0e

−iγ0t/2(I − 2ixIγ
I − xIxJγ

IγJ)eiγ
0t/2ε0 (402)

=
1

1− ρ2
ε†0e

−iγ0t/2((1 + ρ2)I − 2ixIγ
I)eiγ

0t/2ε0 (403)

and likewise

ε̄kγ
Iεk = ε†kγ

0γIεk (404)

=
1

1− ρ2
ε†0e

−iγ0t/2(I − ixJγ
J)γ0γI(I − ixKγ

K)eiγ
0t/2ε0 (405)

=
1

1− ρ2
ε†0e

−iγ0t/2(γ0 − ixJγ
Jγ0)(γI − ixKγ

IγK)eiγ
0t/2ε0 (406)

=
1

1− ρ2
ε†0e

−iγ0t/2(γ0γI − ixJγ
Jγ0γI − ixJγ

0γIγJ − xJxKγ
Jγ0γIγK)eiγ

0t/2ε0 (407)

=
1

1− ρ2
ε†0e

−iγ0t/2(γ0γI − 2ixJγ
0γIJ − 2xIxJγ

0γJ + ρ2γ0γI)eiγ
0t/2ε0 (408)

=
1

1− ρ2
ε†0e

−iγ0t/2((1 + ρ2)γ0γI − 2ixJγ
0γIJ − 2xIxJγ

0γJ)eiγ
0t/2ε0. (409)

Substituting back into equation 399, applying definition 7.2 and converting to vielbein indices
where required using the tetrad in lemma 6.2, then gives

Q(Φ) = 8πε†0

(∫
Σ

1 + ρ2

1− ρ2
T00dV I − 2i

∫
Σ

xI
1− ρ2

T00e
−iγ0tdV γI − 2i

∫
Σ

xJ
1− ρ2

T0IdV γ0γIJ

+

∫
Σ

1

1− ρ2
T0I
(
(1 + ρ2)δIJ − 2xIxJ

)
e−iγ0tdV γ0γJ

)
ε0 (410)

= 8πε†0

(∫
Σ

1 + ρ2

1− ρ2
T00dV I + i

∫
Σ

1

1− ρ2
(xIT0J − xJT0I)dV γ0γIJ

− i

∫
Σ

(
2xI cos(t)

1− ρ2
T00 +

sin(t)

1− ρ2
T0I
(
(1 + ρ2)δIJ − 2xIxJ

))
dV γI

+

∫
Σ

(
−2xI sin(t)

1− ρ2
T00 +

cos(t)

1− ρ2
T0I
(
(1 + ρ2)δIJ − 2xIxJ

))
dV γ0γI

)
ε0 (411)

= 8πε†0

(
EI +

i

2
JIJγ

0γIJ − iPIγ
I +KIγ

0γI
)
ε0. (412)

Take the four components of the constant spinor, ε0, to parameterise the four linearly inde-
pendent solutions, ΦA.

∴ QAB = 8π

(
EI +

i

2
JIJγ

0γIJ − iPIγ
I +KIγ

0γI
)
. (413)

Since Tab, and hence QAB, are already O(η), for the linearised limit it suffices to take TAB to
O(1) in definition 4.11.
∴ TAB = (εAk )

TC−1εk = (C−1)AB, borrowing the calculation from the proof of corollary 6.4.1.
Finally, evaluating m(S) for this QAB and TAB using computer algebra gives

m(S) =
1

16π

√
− tr

(
QT−1QT−1

)
=
√
E2 + JIJ I − PIP I −KIKI , (414)

where JI =
1
2
εIJKJ

JK . □
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8 Conclusion

In this work I’ve defined a new quasilocal mass for spacetimes with negative cosmological
constant. The new definition is spinorial and based on definitions by Penrose and Dougan
& Mason - which are themselves inspired by Witten’s proof of the positive energy theorem.
I’ve shown my definition satisfies a number of physically desirable properties - namely that
m(S) ≥ 0, m(S) = 0 for every surface in AdS, m(S2

r ) agrees with the Misner-Sharp mass
in spherical symmetry and m(S) has an appropriate limit,

√
E2 − ||P ||2 + ||J ||2 − ||K||2, in

linearised gravity or when S approaches a sphere on I in an asymptotically AdS spacetime.

Some avenues of further research are immediately apparent at this juncture. This work was
originally inspired by Reall’s suggestion that a quasilocal mass-charge inequality could be es-
tablished for spacetimes with Λ < 0 and such an inequality could be used to prove the 3rd law
of black hole mechanics for supersymmetric horizons in this context. Having now established
a workable quasilocal mass, a logical next step would be tackling this conjecture. Note that
the 3rd law part of the conjecture might not be immediately accessible though because the
θl > 2

√
2k requirement prevents taking S arbitrarily close to the event horizon (where θl = 0).

Even in the field of quasilocal mass itself, some improvements could be made. I’ve given
two different definitions of generic and it may be interesting to study further how the two
definitions relate. It would be particularly desirable to find an example of a toroidal S where
my construction can actually be completed in full - unlike the examples in section 5.2. Then,
perhaps a more concrete conclusion can be made about whether either definition is generic in
practice or physically relevant for higher genus surfaces.

Elsewhere, in terms of physical properties, one property I did not mention in this work is
the “small sphere” limit. In particular, one hopes that given a point, p ∈ M , and a future
direction, ta, if Sr is a sphere reached by flowing an affine parameter distance, r, along the gen-
erators of p’s future lightcone, then a quasilocal 4-momentum for Sr would be P a = −4π

3
r3T a

b t
b,

to leading order in r. Then, m(Sr)
2 = −P aPa. This happens to be true for both the Dougan-

Mason and Penrose masses [16, 44]. For a vacuum spacetime a similar result holds at 5th order
in r based on the Bel-Robinson tensor. It would be interesting to see if the same - or something
analogous - also holds for my definition. Unfortunately, this was a calculation I did not make
much progess on.

Furthermore, while my definition has good quantitative properties, it does share the quali-
tative failings of many other quasilocal masses. Unlike the Hamilton-Jacobi masses or the
Hawking mass, the physical motivation for my definition is not clear, beyond some supergrav-
ity considerations [45] underpinning Witten’s method to prove the positive energy theorem.
More practically, like the Hamilton-Jacobi or Bartnik masses, my quasilocal mass is likely to
be quite difficult to calculate for most metrics. Not only does one have to find a NP tetrad
adapted to S, one then has to find all solutions to ma∇aΦ = 0 on S. The quest to find a truly
satisfactory quasilocal mass goes on.

Another possible extension would be to consider spacetimes with Λ > 0 instead. Not only
is the Λ > 0 case potentially most relevant to the real world, it is arguably also a pressing
need for mathematical general relativity. Many familiar properties of conformal infinity break
down when Λ > 0 [46] and this precludes defining anything directly analogous to the ADM
[15] or Wang [6] masses. Nonetheless, a number of energy-momentum definitions have been
devised in this context - see [47] for a review. Particularly relevant to the present work are
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extensions based on Witten’s method [48, 49]. Ultimately though, these successes still have to
work around the global challenges imposed by Λ > 0 - e.g. compact Cauchy surfaces, spacelike
I+ or cosmological horizons. It may be that quasilocal mass is a viable alternative for avoiding
these issues. In fact, an analogue of Penrose’s quasilocal mass can be defined for asymptotically
de Sitter spacetimes, albeit it no longer retains some key properties, such as positivity [49, 50].
Likewise, it would be interesting to see if the definition I’ve developed here can be adjusted for
Λ > 0 and if so, which of its physical properties remains intact.

A Conventions

My conventions are based off [30]. However, since there are slight differences and most people
in the GR community are unlikely to be familiar with [30], I list the main points below.

I use a (−1,+1,+1,+1) metric signature19.

The following symbols are frequently used.

• M : The full spacetime

• g: The (Lorentzian) metric on M

• Σ: 3D, compact, spacelike hypersurface with boundary

• S: The boundary of Σ

• Λ: A negative cosmological constant

• k =
√

−Λ/12

• C∞
b : The space of smooth Dirac spinors on Σ subject to the boundary conditions given

in definition 3.1

• H: The completion of C∞
b under the inner product in definition 3.2

• Ψ = Ψ†γ0 for a Dirac spinor, Ψ

• Da: The Levi-Civita connection of g

• ∇aΨ = Daψ + ikγaΨ for a Dirac spinor, Ψ

• ∇aΨ = DaΨ− ikΨγa = (∇aΨ)†γ0 for a Dirac spinor, Ψ

• I: The identity matrix

• {Aα, Bα}: A GHP spinor dyad

• δ = maDa in the context of the NP formalism

• δ̄ = maDa in the context of the NP formalism

I use many different types of indices, as given below.

• a, b, c, · · · are vielbein indices running 0, 1, 2, 3. However, in most equations it will be
apparent that these could equally well denote abstract indices.

19This is the only sensible convention.
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• µ, ν, ρ, · · · are coordinate indices running 0, 1, 2, 3.

• I, J,K, · · · are vielbein indices running 1, 2, 3.

• α, β, γ, · · · are two-component spinor indices for the (1/2, 0) representation, i.e. left-
handed Weyl spinors, and run 1, 2.

• α̇, β̇, γ̇, · · · are two-component spinor indices for the (0, 1/2) representation, i.e. right-
handed Weyl spinors, and run 1̇, 2̇.

• A,B,C, · · · run 1, 2, 3, 4 and index the linearly independent solutions to ma∇aΦ = 0.

The Riemann tensor is defined such that [Da, Db]V
c = Rc

dabV
d.

Complex conjugation of an object - unless it is a Dirac spinor - will be denoted by a bar
over the object, e.g. z̄.

Levi-Civita symbols are normalised by ε12 = −1, ε12 = 1, ε1̇2̇ = −1, ε1̇2̇ = 1, ε0123 = −1
and ε0123 = 1. Then, εαγεγβ = δαβ and likewise for the dotted indices.

Two-component spinors are raised and lowered from the left, i.e. ψα = εαβψ
β and ψα = εαβψβ.

The extended Pauli matrices are

(σa)αα̇ ≡ (I, σ1, σ2, σ3) and (415)

(σ̃a)
α̇α = εαβεα̇β̇(σa)ββ̇ ≡ (I,−σ1,−σ2,−σ3) (416)

with σ1,2,3 being the standard Pauli matrices.

I will convert between vielbein indices and two-component spinor indices by Vαα̇ = (σa)αα̇V
a

and Va = −1
2
(σ̃a)

α̇αVαα̇.

Dirac spinors are decomposed into two-component spinors by Ψ = [ψα, χ̄
α̇]T .

I will use the Weyl representation of gamma matrices, i.e.

γa =

[
0 (σa)αα̇

(σ̃a)
α̇α 0

]
. (417)

Hence, the gamma matrices are unitary and satisfy γaγb + γbγa = −2ηabI.
Furthermore, in terms of two-component spinors, Ψ = Ψ†γ0 = [−χα,−ψα̇].

The charge conjugation matrix is

C =

[
εαβ 0

0 εα̇β̇

]
⇐⇒ C−1 =

[
εαβ 0
0 εα̇β̇

]
. (418)

The spin-weighted spherical harmonics I’ll use in section 5 are(
1/2Y1/2,1/2

)
=

i√
2π

sin

(
θ

2

)
eiϕ/2,

(
1/2Y1/2,−1/2

)
= − i√

2π
cos

(
θ

2

)
e−iϕ/2,

(
−1/2Y1/2,1/2

)
=

i√
2π

cos

(
θ

2

)
eiϕ/2 and

(
−1/2Y1/2,−1/2

)
=

i√
2π

sin

(
θ

2

)
e−iϕ/2. (419)

Section 6 features some additional or modified conventions as listed below.
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• Based on context, α, β, γ, · · · also denote coordinate indices running 2, 3.

• Based on context, A,B,C, · · · also denote vielbein indices running 2, 3.

• m,n, p, · · · are coordinate indices running 0, 2, 3.

• M,N,P, · · · run 0, 1, 2, 3, 4 and index the embedding Cartesian coordinates when AdS is
viewed as a surface in R3,2.

• The cosmological constant is set to Λ = −3.

A.1 Comparison to Penrose-Rindler conventions

The monogrpahs of Penrose and Rindler [31, 32] have become the standard references for two-
component spinors in the GR community. Unfortunately their conventions differ significantly
at times from mine; I list the key differences below.

• I use a mostly plus metric while they use a mostly minus metric. This is the primary
reason I’ve chosen not to follow their conventions.

• I use lowercase letters from the start of the Greek alphabet for two-component spinor
indices while they use uppercase Latin letters.

• My undotted spinor indices correspond to their primed spinor indices and my dotted
indices correspond to their unprimed indices.

• I take the two-component spinor indices to run over the values 1 and 2, whereas they
take them to run over 0 and 1.

• I convert to spinor indices by Vαα̇ = (σa)αα̇V
a, while they have Vαα̇ = 1√

2
(σa)αα̇V

a. This√
2 discrepancy appears in a number of equations when comparing the two conventions.

• The elements of my spinor dyad, Aα and Bα, are denoted as oA′ and ιA′ respectively
in their notation. Unfortunately, ι, and especially o, are not great letters to use when
writing mathematics, especially by hand, hence why I’ve chosen A and B instead.

• The
√
2 difference when converting to spinor indices means I require BαAα = B̄α̇Āα̇ =

√
2

while they have ιAoA = ιA
′
oA′ = 1.

• For any spinor, ψα, my a(ψ) and b(ψ) would be called 1√
2
ψ1′ and − 1√

2
ψ0′ respectively in

their notation.

• I write Dirac spinors as Ψ = [ψα, χ
α̇]T , while they would write [χA, ψA′ ]T , i.e. the left

and right handed componenets are written in the opposite order.

• I raise and lower indices from the left, i.e. ψα = εαβψβ and ψα = εαβψ
β, while they raise

from the left, but lower from the right, i.e. ψA = εABψB but ψA = ψBεBA. This difference
means I have ε12 = 1, but ε12 = −1. Furthermore, it means I have εαγεγβ = δαβ while
they have εACεCB = −δAB . The asymmetry between raising and lowering indices is the
2nd biggest reason I’ve chosen not use Penrose and Rindler’s conventions.
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B Frequently used spinor identities

The following are some basic two-component spinor identities I’ll use liberally without proof
or explicit mention. Most of them are given in [30].

V αα̇Wαα̇ = −2V aWa (420)

(ψα) = ψα̇ (421)

ψαχ
α = −ψαχα (422)

(σa)αα̇(σ̃b)
α̇β + (σb)αα̇(σ̃a)

α̇β = −2ηabδ
β

α (423)

(σ̃a)
α̇α(σb)αβ̇ + (σ̃b)

α̇α(σa)αβ̇ = −2ηabδ
α̇
β̇

(424)

(σa)αα̇(σ̃b)
α̇α = −2ηab (425)

(σa)αα̇(σ̃a)
β̇β = −2δβαδ

β̇
α̇ (426)

(σa)αβ̇(σ̃b)
β̇β(σc)βα̇ = ηca(σb)αα̇ − ηbc(σa)αα̇ − ηab(σc)αα̇ + iεabcd(σ

d)αα̇ (427)

(σ̃a)
α̇β(σb)ββ̇(σ̃c)

β̇α = ηca(σ̃b)
α̇α − ηbc(σ̃a)

α̇α − ηab(σ̃c)
α̇α − iεabcd(σ̃

d)α̇α (428)

εαβε
γδ = −

(
δγαδ

δ
β − δδαδ

γ
β

)
(429)

I’ll need the following NP coefficients in terms of GHP variables.

√
2µ =

√
2maδna = B̄α̇δB̄α̇ (430)

√
2ρ = −

√
2maδ̄la = Āα̇δ̄Āα̇ (431)

√
2α =

1√
2

(
maδ̄ma − naδ̄la

)
= B̄α̇δ̄Āα̇ (432)

√
2β =

1√
2
(maδma − naδla) = B̄α̇δĀα̇ (433)

√
2σ = −

√
2maδla = Āα̇δĀα̇ (434)

√
2λ =

√
2maδ̄na = B̄α̇δ̄B̄α̇ (435)
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